Applied Mathematics 205
Advanced Scientific Computing: Numerical Methods

<table>
<thead>
<tr>
<th>Lead instructor:</th>
<th>Chris H. Rycroft (Email: <a href="mailto:chr@seas.harvard.edu">chr@seas.harvard.edu</a>)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-instructor:</td>
<td>Zhiming Kuang (Email: <a href="mailto:kuang@fas.harvard.edu">kuang@fas.harvard.edu</a>)</td>
</tr>
</tbody>
</table>
| CHR office hours: | Tuesday, 10 PM–11 PM ET  
|                  | Thursday, 1 PM–2 PM ET                     |
| Lectures:       | Tuesday/Thursday, 10:30 AM ET               |
| TFs:            | Jovana Andrejevic (Email: jandrejevic@g.harvard.edu)  
|                 | Nick Derr (Email: derr@g.harvard.edu)       |
|                 | Danyun He (Email: danyunhe@g.harvard.edu)    |
|                 | Baptiste Lemaire (Email: blemaire@g.harvard.edu) |
|                 | Luna Lin (Email: y.lin@g.harvard.edu)       |
|                 | Jiayin Lu (Email: jiayin.lu@g.harvard.edu)   |
|                 | Zhao Lyu (Email: zlyu@g.harvard.edu)         |
|                 | Matthieu Meeus (Email: matthieu_meeus@g.harvard.edu) |
| Website:        | https://courses.seas.harvard.edu/courses/am205 |

Course Description

Scientific computing has become an indispensable tool in many branches of research, and is vitally important for studying a wide range of physical and social phenomena. In this course we will examine the mathematical foundations of well-established numerical algorithms and explore their use through practical examples drawn from a range of scientific and engineering disciplines.

There will be an emphasis on mathematical theory and numerical analysis to ensure that students understand the concepts that underpin each algorithm that we consider. There will also be a significant programming component in the course. Students will be expected to implement a range of numerical methods in homework assignments to get hands-on experience with modern scientific computing. In-class demos will be performed with Python, and the homework assignments can be completed in any programming language of the student’s choice.
**Learning objectives**

After taking this course, students should be able to:

- Apply standard techniques to analyze key properties of numerical algorithms, such as stability and convergence.
- Understand and analyze common pitfalls in numerical computing such as ill-conditioning and instability.
- Perform data analysis efficiently and accurately using data fitting methods.
- Derive and analyze numerical methods for ODEs and PDEs.
- Perform optimization using well-established algorithms.
- Implement a range of numerical algorithms efficiently in a modern scientific computing programming language.

**Prerequisites**

The course material will assume some familiarity with linear algebra and calculus. The third unit will touch on partial differential equations, but no detailed knowledge is required. Students are expected to have some programming experience in some language, and the level of COMPSCI 50 or above.

**Intended Audience**

This course is aimed at students who will employ numerical algorithms in their research. This generally includes students from a wide range of disciplines including life sciences, physical sciences, the humanities, engineering and applied mathematics.

**Course Content**

The course content will be divided into an introductory unit and five main units:

0. **Overview of Scientific Computing**

1. **Data Fitting**
   - Polynomial interpolation
   - Linear least squares fitting
   - Nonlinear least squares

2. **Numerical Linear Algebra**
(a) LU and Cholesky factorizations
(b) QR factorization, singular value decomposition

3. **Numerical Calculus and Differential Equations**
   (a) Numerical differentiation, numerical integration
   (b) ODEs, forward/backward Euler, Runge–Kutta schemes
   (c) Lax equivalence theorem, stability regions for ODE solvers
   (d) Boundary value problems, PDEs, finite difference method

4. **Nonlinear Equations and Optimization**
   (a) Root finding, univariate and multivariate cases
   (b) Necessary conditions for optimality
   (c) Survey of optimization algorithms

5. **Eigenvalue problems and Iterative Methods**
   (a) Power method, inverse iteration
   (b) QR algorithm
   (c) Multigrid method
   (d) Lanczos algorithm, Arnoldi algorithm

The material covered will be similar to that of previous years lectured by Prof. Chris Rycroft, Dr. David Knezevic, and Prof. Efthimios Kaxiras. Notes and videos from previous years are available on the course website.

**Course Structure in Fall 2020**

Due to the coronavirus pandemic and the online-only structure of Harvard’s Fall 2020 semester, we are anticipating that students will be based in many different timezones. AM205 will be structured to take this into account, and it will be possible to take the course from anywhere. The following will be posted on the course website:

- A complete set of notes and slides
- A complete set of videos, split into two types:
  - **Core** – covering core course material
  - **Extended** – covering worked examples and derivations

There will be two different tracks for instruction:
• **Traditional plus** – two Zoom-based lectures on Tue/Thu at 10:30 AM ET covering core course material. The lectures will be of flexible length between 40 min and 80 min, aligned with natural breaks.

• **Flipped classroom** – students will review material in their own time, and attend two sessions each week with the teaching staff to discuss the material with their peers.

In addition, all students will be expected to review the extended videos. Flipped classroom sessions will be organized once the complete course enrollment numbers are available, and will only be offered if there is sufficient interest.

**Assessment**

The course will be graded in the following way:

<table>
<thead>
<tr>
<th>Component</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homework (five assignments)</td>
<td>62%</td>
</tr>
<tr>
<td>Group activities</td>
<td>6%</td>
</tr>
<tr>
<td>Final project</td>
<td>32%</td>
</tr>
</tbody>
</table>

**Group Activities**

To provide opportunities to meet classmates during the online-only Fall 2020 semester, the course will feature group activities. These will consist of 2 h workshops, covering a variety of different activities that go beyond the standard course material. Types of group activities include:

- Programming workshops
- Open-ended problems
- Discussions of papers from the scientific computing literature
- Final project presentations

The group activities will be worth 6% of the grade. Each is worth 1.5%. Students can attend any number, although at least four will be required for full credit.

Students will be expected to write a 1–2 page report in groups of 1–3 students. The writeups will be graded on participation only, although the teaching staff may reject a submission if incorrect or insufficient. There will be three tries to submit each writeup.

If a student does \( n > 4 \) group activities, a bonus credit of \( \left( \frac{n-4}{2} \right) \% \) will be awarded, and the final project grade percentage will be reduced by \( \left( \frac{n-4}{2} \right) \% \).

\(^1\)

Previous years have featured a take-home midterm. Due to logistical difficulties with offering this across many timezones, this year’s course will not feature a midterm.
Final Project

In general, the project will be completed in groups of two or three students. One-student projects will also be allowed with permission of the instructor. Groups with four or more students will be allowed with permission of the instructor and a statement about how the work will be divided.

• Each group will propose a project topic drawn from an application area of interest. The project should make use of concepts covered in the course.

• A project proposal in the form of an oral meeting with the teaching staff will be due by 5 PM ET on Friday November 13th.

• You will be required to write software to solve your problem, and to submit a report that includes a mathematical discussion of your methodology in relation to the theory covered in the course.

• Projects will be assessed based on a written report, and the quality and correctness of software. Code should be well-documented and should be organized so that figures submitted in the report can be easily reproduced by the graders.

• There will be an option to give a project presentation, which will count as two group activities.

Academic Integrity Policy

Discussion and the exchange of ideas are essential to doing academic work. For assignments in this course, you are encouraged to consult with your classmates as you work on problem sets. However, after discussions with peers, make sure that you can work through the problem yourself and ensure that any answers you submit for evaluation are the result of your own efforts.

In addition, you must cite any books, articles, websites, lectures, etc. that have helped you with your work using appropriate citation practices. Similarly, you must list the names of students with whom you have collaborated on problem sets. Using homework solutions from previous years is forbidden.

References

The course will not have a required textbook. However, the most relevant book is Scientific Computing: An Introductory Survey by Michael T. Heath, which covers many of the course topics in a similar level of detail. The books listed below may also be useful.


