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[1] The dynamic and thermodynamic processes that underlie the exceptionally high evaporation over the
northern Red Sea are examined. Through a combination of data analysis and a simple numerical model we show
that the key boundary layer dehumidifier is ageostrophic cross-channel sea breezes. This circulation develops
semidiurnally in response to thermal gradients across the Red Sea’s coasts because of disparate land-ocean heat
capacities. During the summer day the thermally induced high-pressure center over the Red Sea axis results in
near-surface flows from the Red Sea toward the neighboring deserts. The strong divergence associated with
these flows is maximized along the Red Sea axis and is accompanied by strong subsidence that suppresses
boundary layer relative humidity by both reducing specific humidity and increasing temperatures. Because the
summer nighttime reversed thermal gradients are smaller in magnitude, the daytime circulation dominates over
the nighttime in summer and thus dominates over the daily and seasonal means. Following similar reasoning, we
also devise a winter dehumidifier. We conclude by advancing a simple means of estimating Red Sea evaporation
under diverse paleoinsolation regimes, and we show small but clear evaporation changes during the course of
the Holocene. Our estimates represent lower bounds, and we plan to refine them in follow-up work.

Citation: Eshel, G., and N. Heavens (2007), Climatological evaporation seasonality in the northern Red Sea, Paleoceanography, 22,

PA4201, doi:10.1029/2006PA001365.

1. Introduction

[2] Recently, the Red Sea has been used to derive
powerful constraints on the fundamental problem of global
sea level throughout most of the last glacial cycle [Thunell et
al., 1988;Rohling, 1994;Rohling et al., 1998;Arz et al., 2003,
2007; Siddall et al., 2003; Sirocko, 2003]. Key to estimating
the uncertainty range of these authors’ method is northern
Red Sea (NRS) evaporation rate. Yet, the physics governing
the seasonality of climatological evaporation in the northern
Red Sea (roughly north of 24�N) are neither fully understood
nor extensively studied. Improving our understanding of the
physics and dynamics underlying climatological seasonal
evaporation in the NRS is the focus of this paper.
[3] Further progress in the global sea level problem, as

well as other key local and global, past, modern and future,
problems, hinges on better understanding of those physics.
First, evaporation over the NRS is a crucial element of the
Red Sea oceanic circulation [e.g., Cember, 1988, 1989;
Eshel and Naik, 1997; Eshel et al., 2000]. Consequently,
better understanding of NRS evaporation is likely to im-
prove understanding of the Red Sea circulation. Second, the
central element of the setting we address in this paper is
land-ocean thermal contrasts, in particular seasonally and

diurnally varying thermal gradients across the coast. As
Figure 1 shows, such coastal contrasts are globally ubiqui-
tous. In turn, thermal contrasts, and the related along- and
cross-shore winds, are the primary driving force for such
important coastal phenomena as (irrotational and rotational)
coastal upwelling and high oceanic biological productivity,
enhanced orographic precipitation and the resultant elevated
vegetation cover of global coastal ranges, increased riverine
input into the coastal ocean, high sedimentation rates
characteristic of continental shelves, among others. Thus
the current paper’s main objective, better understanding of
atmospheric dynamics and thermodynamics that arise near a
coast because of thermal gradients, is pertinent to modern
and paleocoastal regions both in the NRS and worldwide.
[4] While our motivation is in part global, the special

simplifications permitted by the unique geography of the
NRS, virtually no precipitation and vegetation and excep-
tionally high land-sea thermal contrasts that overwhelm all
other physical processes [Morcos, 1970], simplify the
modeling and make the location ideal for developing and
testing a specific yet generalizable conceptual and numer-
ical model of air–sea–land interactions near a coast.

2. Some Characteristics of the Northern Red Sea
Boundary Layer

2.1. Evaporation Variability

[5] Because evaporation measurements are extremely
rare, evaporation is nearly universally estimated using a
notoriously imperfect bulk formula [e.g., Sobel, 2003]. This
has also been true for Red Sea evaporation estimates
[Tragou et al., 1999; Sofianos et al., 2002; Smeed, 2004].
This paper is no exception, using the bulk-based standard
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estimates of da Silva et al. [1994]. With this limitation in
mind, NRS evaporation (spatial mean annual average of the
seven 1� � 1� ocean grid points within 33�–38�E, 24�–
28�N) is estimated to be 2.02 m yr�1. With the tropics’
mean and standard deviation of 1.46 and 0.25 m yr�1

(computed over the 15,934 1� � 1� ocean grid points
between 30�S and 30�N), the NRS value is �2.2 standard
deviations above the tropics mean. In fact, of the 15,934
tropical ocean grid points, only 51, or �0.3%, have evapo-
ration rates higher than those in the NRS. That is, by any
reasonable measure, NRS evaporation is outstandingly high.
[6] The spatial mean [da Silva et al., 1994] NRS evapora-

tion is maximized during winter (December–February, or
DJF; 143% of the annual mean) and minimized during
summer (June–August, or JJA; 66% of the annual mean),
with intermediate values in the transition seasons. Figures 2a
and 2b show that both statements are also true locally at 24�N
and 27�N, where the horizontal axis is the latitude along the
Red Sea axis given by longitude = 42.3� � 7.6�(latitude �
14.5�)/12.5�, which simply reflects the Red Sea geometry.
Figures 2c–2e show that at all times, evaporation is maxi-
mum in the northernmost NRS, decreasing to the south.

2.2. Previously Proposed Mechanisms of Northern
Red Sea Evaporation Variability

[7] Investigating monthly mean anomalous ocean NRS
surface density, Eshel et al. [2000] showed that low-level

subsidence variability explains a large fraction of the
observed ocean surface density fluctuations, interpreted as
reflecting evaporation intensity. In turn, they showed that
the subsidence can be diagnostically understood in the
context of the heat equation. On the basis of scale analysis,
they showed that the vertical advective heat flux divergence
associated with the subsidence, �w@pq where p is pressure,
w � dp/dt is subsidence in pressure coordinate and q is
potential temperature, is closely balanced by its lateral
counterpart, �u@xq � v@yq, where u (v) is eastward
(northward) wind. Because Eshel et al. [2000] addressed
monthly mean anomalies (deviations of the mean of a given
month from that calendar month’s long-term climatology),
their proposed mechanism may or may not apply to the
subject of inquiry here, the climatologies themselves.
[8] If the findings of Eshel et al. [2000] regarding the

relationship between monthly mean anomalous subsidence
and evaporation apply also to the climatologies of these
fields, the seasonal climatologies of the two fields must vary
in concert. However, Figure 2 shows that the seasonalities
of the two fields are anticorrelated. Figures 2a and 2f
(Figures 2b and 2g) show monthly mean mid-channel
climatological evaporation and subsidence, respectively, at
24�N (27�N). Evaporation and subsidence extrema clearly
occur at different seasons in either location. In the north-
ernmost NRS, where evaporation is maximized
(Figures 2c–2e), seasonal maximum evaporation occurs in

Figure 1. Climatological seasonal gradients of surface air temperature Ts. The field shown is @xTs + @yTs in
K km�1 on a 0.5�� 0.5� spatial grid. Ocean and land Ts are taken from da Silva et al. [1994] and Jones and
Moberg [2003], respectively. Grid points with j@xTs + @yTsj � 0.1 K km�1 appear white irrespective of the
actual value (i.e., colored grid points satisfy j@xTs + @yTsj > 0.1 K km�1). Coast lines are not explicitly
plotted.
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winter (DJF, Figure 2b), the season of subsidence minimum
(Figure 2g). Conversely, 27�N evaporation minimum, JJA
(Figure 2b), is the time of maximum subsidence (Figure 2g).
Evaporation and subsidence at 27�N during the two transi-
tion seasons appear largely unrelated (Figures 2b and 2g).
Evaporation and subsidence are also seasonally unrelated at
24�N (Figures 2a and 2f). Further, while both evaporation
and subsidence maximize in the north and decrease down the
channel (Figures 2c–2e and Figures 2h–2j, respectively),
their relative down channel changes are clearly distinct.
While seasonal relative evaporation is rather uniform
between 24�N and 27�N (see the similarity of Figures 2a
and 2b), relative subsidence is very different in the two
locations (Figures 2f and 2g).
[9] Combining the spatial and temporal information of

Figure 2, Figure 3 shows NRS spatial averages of absolute
subsidence and evaporation and further demonstrates the
anticorrelation between climatological seasonal NRS evap-
oration and subsidence. Jointly, Figures 2 and 3 show that
climatological NRS evaporation and subsidence are season-
ally anticorrelated. This clearly demonstrates the inconsis-
tency of NRS observations with the notion that
climatological seasonality of subsidence causes that of
evaporation, and emphasizes the presence of an alternative

mechanism(s) linking subsidence and evaporation climatol-
ogies and resulting in their anticorrelation.

3. Analysis of NRS Monthly Mean Moisture
Budget

[10] We begin our search for alternative subsidence–
evaporation dynamical linkages by analyzing the NRS
moisture budget. Denoting seasonal means by overbars,
this budget is given locally by

@q

@t
� 0 ¼ �V2 	 r2q� w

@q

@p
�r3 	 V0

3q
� �

þ Erw
hra

ð1Þ

where we assume that on seasonal scales the tendency
approximately vanishes. In (1), V2 � (u v)T and V3 �
(u v w)T are the lateral and full (three-dimensional) flow
fields, and r2 � (@x @y)

T and r3 � (@x @y @p)
T are the

lateral and full (three-dimensional) nabla operators. The
‘‘Reynolds’’ term �r3 	 (V0

3q) denotes boundary layer (BL)
moistening by correlations of moisture and flow on small
temporal and spatial scales. Note that it does not conform to
the traditional Reynolds formulation, which includes only
fluctuations. Consequently, we use the term in quotes, only
as a shorthand. In the context of data derived from the

Figure 2. Monthly mean climatological (a–e) evaporation [from da Silva et al., 1994] and (f–j)
subsidence [from Kalnay et al., 1996] along the central axis of the NRS. Figures 2a and 2b show the
seasonal evaporation variability at 24�N and 27�N, respectively. Figure 2c shows the annual mean
evaporation, with the spatial mean annual mean evaporation over the domain given by the dashed line.
Figures 2d and 2e show the seasonal evaporation estimates, expressed as the equivalent annual total flux.
The subsidence plots (Figures 2f–2j) follow the same convention as Figures 2a–2e, except that
Figures 2i and 2j show three and one season, respectively.
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coarse resolution reanalysis [Kalnay et al., 1996], for
example, the term may represent moistening by subgrid-
scale correlations of local flow and moisture variability, or
local deviations from the respective grid cell means.
[11] The rightmost term represents BL moistening by sea

surface evaporation. We estimate its magnitude for summer
and winter using rw/ra � 103 and the representative
summer (winter) values E � 1.3 m yr�1 (E � 2.9 m
yr�1). These E estimates are derived from the annual mean
of 2 m yr�1 with 66% (143%) of the annual mean in JJA
(DJF). Finally, we set h � 400 m (h � 300 m) in summer
(winter), based on BL depth calculated using 6 hourly NRS
reanalysis data and the bulk Richardson number method
described in Eshel and Bernstein [2006] followingDeardroff
[1972], Holstlag and Moeng [1991], Vogelezang and
Holtslag [1996] and the National Center for Atmospheric
Research’s CAM2 Community Atmospheric Model (W. D.
Collins et al., Description of the NCAR Community
Atmosphere Model (CAM2), especially their equation
(4.459), 2003, available at http://www.ccsm.ucar.edu/
models/atm-cam/docs/description/index.html). Using the
above characteristic values, in summer

Erw
hra

� 1:3 m yr�1 	 103
400 m

� 9
g

kg 	 d ; ð2Þ

while in winter

Erw
hra

� 2:9 m yr�1 	 103
250 m

� 26
g

kg 	 d : ð3Þ

We next explore various terms in (1) potentially capable of
balancing the evaporative moistening.
[12] We have pointed out earlier that monthly mean NRS

subsidence is not positively correlated with evaporation as
would be required if subsidence variability were a prime
modulator of evaporation. A corollary of this is that an
approximation to equation (1) in which monthly mean
subsidence balances BL evaporative moistening,

w
@q

@p
� Erw

hra
; ð4Þ

should not work. To verify this, we recast (4) as

Erw
hra

� �wp

�qp � �qo
p� po

ð5Þ

where the subscript o denotes surface values, and use the
reanalysis to calculate seasonal climatologies of (5) for the
NRS over 600 mbar � p � 1000 mbar. These calculations
are shown in Figures 4a and 4c; the left side of (5) is larger
or, in winter, much larger, than the right, indicating that
equation (5) does not represent a viable approximation.
Alternatively, we can rearrange equation (5),

ŵp ¼
Erw
hra

p� po

�qp � �qo

 !
ð6Þ

to obtain ^wp, the subsidence needed at p, given the
approximate @pq there, in order to balance equation (5).
These calculations, shown in Figures 4b and 4d, indicate
that in both seasons ^wp � w at all considered p levels; while
w@pq � O(1 g kg�1 d�1), the evaporative term is O(10 g
kg�1 d�1). As predicted, equations (4) and (5) clearly fail,
especially in winter, to represent an approximate balance
anywhere in the lower troposphere; in the NRS, drying by
monthly mean subsidence is far too weak (and sometimes of
the wrong sign) to balance evaporative BL moistening.
[13] Another possibility is that evaporative BL moistening

is balanced by monthly mean lateral advective moisture flux
divergence,

V2 	 r2�q � Erw
hra

: ð7Þ

We compute monthly V2 	 r2q over 1949–2006 and form
the seasonal JJA and DJF climatologies reported in Figure 5.
Since the summer values reported in Figure 5a are 1–2 g
kg�1 d�1, there is roughly an order of magnitude disparity
between the left and right sides of equation (7) in summer.
Further, north of �26.5�N, the central evaporation locus,

Figure 3. Monthly and spatial mean NRS climatological
(a) subsidence [from Kalnay et al., 1996] and (b) and
evaporation [from da Silva et al., 1994]. Figure 3a shows
the average of the three mostly oceanic reanalysis 2.5� �
2.5� grid points in the NRS, centered at 25�N, 35�E; 25�N,
37.5�E; and 27.5�N, 35�E. Figure 3b shows the average of
the five 1� � 1� oceanic grid points contained in the range
33�–37�E, 25�–28�N.
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even the sign of V2 	 r2q in summer is inconsistent with
equation (7), because advective moisture flux divergence
actually further moistens the NRS BL there, i.e., further
upsets the moisture balance. In winter (Figure 5b),
V2 	 r2q > 0, as required by equation (7), but the right side
of the equation is roughly 2 orders of magnitude smaller than
the left. Clearly, equation (7) is invalid; something else must
balance evaporative NRS BL moistening.
[14] Since we have exhausted all monthly, and grid cell,

mean terms in equation (1) and found no term capable of
balancing evaporative BL moistening, the leading order
balance in equation (1) is most likely

r3 	 V0
3q

� �
� Erw

hra
; ð8Þ

drying by subgrid-scale processes balancing evaporative BL
moistening.

4. A Proposed Meaning of the ‘‘Reynolds’’ Term

[15] Of the many processes potentially represented by
r3 	 V0

3q
� �

, we find diurnal ageostrophic cross-channel sea
breeze flows the most compelling for NRS BL drying.
Figures 6a and 6b show the east-west summer distribution
of surface air temperature and its diurnal variability. Note
that the da Silva et al. [1994] data are based on ship

observations alone and thus represent exclusively the
oceanic setting.
[16] Mean maximum land temperatures (corresponding to

daytime) near the NRS coasts is 38�–40�C in summer.
While we have no direct information about the diurnal cycle
of surface air temperatures over the NRS, it is considerably
smaller than that over land. For example, useful high-
frequency measurements from the Gulf of Aqaba, just north
of the area of interest, are reported by Genin et al. [2002].
From Figures 1a and 1b of Genin et al., it can be estimated
that the diurnal temperature amplitude over the ocean is
�1–2 K for air temperature and less than that for SST in
both summer and winter. This estimated ±1.5 K air tem-
perature range is shown in Figure 6 by vertical lines
centered on the ocean points. However, compared with
the surface temperature (Ts) range spanned by Figure 6 as

Figure 5. Climatological (a) summer (JJA) and (b) winter
(DJF) drying in g kg�1 d�1 by monthly mean lateral
advective moisture flux divergence, u@xq + v@yq, averaged
vertically over 850–1000 mbar.

Figure 4. An attempt to approximate the full moisture
budget according to equation (1), with drying by monthly
mean subsidence balancing evaporative moistening. (a
and c) Evaporative moistening, Erw= rahð Þ, shown by the
dashed vertical line, and !@pq climatology, shown by the
solid curve. Clearly, moisture flux divergence (the left-hand
side of equation (1)) is too small, in both seasons, to balance
evaporation (the right-hand side of equation (1)). (b and d)
Actual reanalysis ! (solid curve) as well as the subsidence
needed at any level to balance evaporative moistening
(equation (6), solid dotted curve). The needed subsidence
far exceeds the actual monthly mean one at all levels.
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dictated by diurnal Ts variability over land, �22�–40�C
(�5�–24�C) in summer (winter), the sea surface temper-
atures are weakly diurnally variable in both seasons. Thus in
summer the maximum air temperature over the ocean
during the day is at most 29�C, and the land-sea contrast
is roughly +9 K. By comparison, mean summer minimum
land temperatures (corresponding to nighttime) near the
NRS coasts is �22�C while the air temperature over the
ocean at night is�27�C, yielding a land-sea contrast of�5K.
Thus Figure 6 shows a summer landward warming (cooling)
tendency away from the Red Sea axis during the day (night).
[17] In winter, Ts

ocean � 23�C (21�C) and Ts
land � 22�C

(6�C) during the day (night). The approximate daytime
(nighttime) winter land-sea temperature contrast is therefore
�1 K (�15 K).
[18] These gradients are of course expected given the

vastly different vertically integrated heat capacities of land
and ocean. More importantly, they are likely to cause
vigorous lateral exchanges by small-scale, high-frequency
flows that are not explicitly represented by the monthly
means on the reanalysis’ coarse spatial grid. Since air
humidity and temperature may vary laterally and vertically,
the resultant sea breeze may play an important role in NRS
thermodynamics. Estimating this role is the purpose of the
following section.

5. A Simple Model of Cross-Channel Exchanges
in the Northern Red Sea

[19] Consider an atmospheric layer shown schematically
in Figure 7 spanning the troposphere’s lowermost h = 900 m,

with an assumed uniform ph = 925 mbar pressure at h.
Assuming hydrostatics, the surface pressure is

ps ¼ ph þ ~rgh ð9Þ

in which the vertical mean density of the layer is
approximately

~r � 1

2
rs þ rhð Þ ¼ 1

2R

ps

Ts
þ ph

Th

� �
ð10Þ

(see below for the validity of the density linearity with
height assumption), and the last stage involves invoking the
ideal gas law for air, p = raRT, with R = 287 J kg�1 K�1 the
dry air gas constant. Substituting equation (10) into
equation (9),

ps ¼ ph þ
gh

2R

ps

Ts
þ ph

Th

� �
ð11Þ

where Th and Ts are the temperatures at the layer’s top and
bottom. Expanding the right-hand side and rearranging, (11)
becomes

ps ¼ ph
Ts

Ts þ ~Gh

� �
2R Ts þ Ghð Þ þ gh

2RTs � gh

� �
ð12Þ

where G is the (assumed uniform) lapse rate. Because the
NRS is dominated by subsidence and condensation is rarely
realized, we set G = �8 K km�1. Figure 8 shows the Ts

Figure 6. Climatological (a and b) summer (JJA) and (c and d) winter (DJF) surface air temperature
along 27�N (Figures 6a and 6c) and 26�N (Figures 6b and 6d). Air temperatures over the ocean are shown
with squares (four points per plot). Their diurnal variability [from da Silva et al., 1994] is estimated at
±1.5 K (see text), shown by the bars crossing the four ocean points in each plot. For each land longitude,
air temperature monthly mean maximum and minimum [from New et al., 2000] span the height of the
vertical bars (noted by the absence of squares). The horizontal dotted lines show increments of 2 K above
and below the mean ocean temperature.
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dependence of ps and ~r for our choice of h = 900 m, and
suggests that approximation (10) is adequate.
[20] The pressure gradient vanishes at h, by construction

(because ph is fixed), attains its maximum at the surface,
and varies very nearly linearly between the surface and
h (see the near coincidence of the solid and dashed curves in
Figure 8). Therefore the layer vertical mean pressure gradi-
ent can be approximated with great accuracy as the simple
arithmetic mean of the pressure gradient at the surface and
at h (the latter being zero),

1

ps � ph

Z ps

ph

� 1

r
@p

@x

� �
dp � � 1

2~r
@ps
@x

: ð13Þ

[21] As temperature decreases linearly with height accord-
ing to G, the layer mean temperature is

~T ¼ 1

2
Ts þ Thð Þ ¼ Ts þ

1

2
Gh: ð14Þ

Since G and h are both fixed, the layer mean temperature
gradient and tendency are @xTs and @tTs, respectively. The
heat equation for the layer is therefore

@Ts
@t

¼ �u
@Ts
@x

� wh

qh
h
þ k

@2Ts

@x2
� 1

t
Ts � T*
� �

ð15Þ

where t�1 = 1 hour. In (15), the second right-hand-side term
accounts for subsidence heating, and the last right-hand-side
term relaxes the surface temperature distribution toward a
prescribed state, parameterizing the different response to
solar heating of land and ocean because of their widely
disparate heat capacities. Guided by the surface temperature
observations discussed in section 3.1 (based on Figure 6),

T* xð Þsummer
night ¼ 300 K � 5 K 	 f xð Þ

T* xð Þsummer
d ¼ 302 K þ 9 K 	 f xð Þ

T* xð Þwinternight ¼ 294 K � 15 K 	 f xð Þ

T* xð Þwinterd ¼ 296 K � 1 K 	 f xð Þ

ð16Þ

where the spatial structure function (with x is expressed in
km) is

f xð Þ ¼ 1þ 9

20
tanh

x� 120

60

� �
� tanh

xþ 120

60

� �� 	
:

ð17Þ

In (16), 302 and 300 K (296 and 294 K) are day and night
summer (winter) base surface temperatures, and 9 and �5 K
(�1 and �15 K) are the approximate respective day and
night land-ocean temperature differences based on Figure 6.
The structure function f(x) and the resultant seasonal T*(x)
are shown in Figure 9.
[22] The vertical transport term in equation (15) requires

the subsidence and potential temperature at h, wh, and qh. To

Figure 7. (left) Basic setup of the model described in the text. (right) A semirealistic application of the
model geometry to that of the real Red Sea. The x and �y directions are indicated. The corresponding
velocity components are u and �v, respectively.

Figure 8. Ts dependence of the (a) surface pressure and
(b) vertical mean density. The solid curves give the values
using the full equation of state. The straight dashed lines
connect the first (Ts = 22�C) and last (Ts = 42�C) points as a
measure of linearity.
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get wh, we employ the vertically integrated 2-D continuity
equation

wh ¼ �h
@u

@x
ð18Þ

with u = 0 at x = ±300 km. To calculate qh �
Th[ps(x, t)/ph]

R/cp, we use Th(x, t) = Ts(x, t) + Gh, the fact
that ph = 925 mbar always, and ps(x, t) from equation (12).
[23] The momentum equations are

@u

@t
¼ fv� u

@u

@x
þ k

@2u

@x2
� 1

2~r
@ps
@x

ð19Þ

@v

@t
¼ �fu� u

@v

@x
þ k

@2v

@x2
ð20Þ

where f = f(26�N) is the Coriolis parameter, assumed fixed
because the small latitudinal extent of the domain, and
vertical momentum flux is neglected.
[24] Equations (19) and (20), along with equation (10) to

calculate ~r in equation (19), equation (12) to calculate ps in
equation (10), and equation (15) with Th = Ts + Gh, form the
closed set that is the model. We solve the model equations
numerically using a third-order Adams Bashforth time
scheme, 1 km spatial resolution, and no flux and flow
boundary conditions at x = ±300 km.While simple, themodel

is inherently nonlinear; thermal gradients force flows which,
in turn, redistribute heat and modify the thermal gradients.

6. Summer Model Results

[25] Figure 10 summarizes the summer model results for
3:00 A.M. (left) and 3:00 P.M. (right). Figure 11 presents
schematically the main elements of the daytime summer
flow.
[26] Figures 10a and 10b show the surface temperature. In

the absence of heat redistribution by flow, Ts = T*(x) should
hold. The deviation, Ts � T* (the difference between the
two line types in Figures 10a and 10b) reflects the dynamic
heat redistribution. At the channel axis (x = 0), DTs0

night �
�0.9 K and DTs0

d � 1.6 K.
[27] During the day, when surface temperatures over land

far exceed those over the ocean (Figure 10b), surface
pressure is maximized at the ocean’s axis, and decreases
away from it, attaining domain minima over neighboring
land. The night configuration (Figure 10a) is reversed and
has a lower amplitude. The strongest flows balancing these
pressure gradients are along channel winds (i.e., in the
direction consistent with geostrophy, the thin solid curves
in Figures 10c and 10d; jvjmax � 0.34 m s�1). However,
because in the model formulation we exclude variability in y
(along the channel, an approximation to which the Red Sea
lends itself rather well), these geostrophic flows do not
affect the heat or humidity budgets. At the same time, there
is considerable residual ageostrophic cross-channel flow
(jujmax � 0.07 m s�1), from the adjacent deserts toward
the ocean at night (thick curve in Figure 10c), and from the
ocean toward the neighboring deserts during the day (thick
curve in Figure 10d). While in Figures 10c and 10d, u
appears small because of the high values of v, u, and
especially @xu, are important, as described below. Over
the channel axis (x = 0), these cross-channel flows, shown
by the thick curves in Figures 10c and 10d, are strongly
divergent (convergent) during the day (night). This is
crucially important, as the divergence yields exceptionally
strong vertical motions (Figures 10e and 10f), and related
heating by vertical advective heat flux divergence (Figures
10g and 10h). Figures 10i and 10j show that lateral
advective heat flux divergence, while modest compared
with the vertical term (Figures 10g and 10h), cools the
coasts substantially throughout the diurnal cycle, but van-
ishes along the channel axis.
[28] The existence of a circulation pattern similar to the

one described above, with convergent (divergent) cross-
channel flow during the night (day), is suggested by
observations. Figure 12a shows very weakly negative sen-
sible surface heat fluxes across the sea surface during
summer in both the reanalysis [Kalnay et al., 1996] and
da Silva et al. [1994] data sets. These downward heat fluxes
over the ocean are embedded in a field of otherwise strong
atmospheric heating by upward surface sensible heat flux in
adjacent landmasses to the east and west. Figure 12b shows
that the strong heating at the lower boundary over land is
accompanied by strong ascent (w < 0), while in the vicinity
of the NRS the weak cooling at the lower boundary is
accompanied by subsidence (w > 0). The imperfect spatial

Figure 9. (a) Sructure function f(x). Diurnal surface
temperature Ts(x)* toward which the actual (b) winter and
(c) summer surface temperatures of the model are relaxed.
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coincidence of the minimum heating and the maximum
subsidence is expected given that the the NRS is already in
the westerly wind regime, and that the atmosphere adjusts to
the spatially variable heating on the deformation scale. It is
easy to fill in the unobserved (at least in data arising from
time averaging or smoothing) fine-scale detail, with diver-
gent low-level lateral flows (from the ocean toward the
surrounding land masses) balanced by the subsidence over
the NRS shown in Figure 12b, and return flow further aloft
from the surrounding hot deserts toward the ocean, fed by
ascent over land.
[29] The exact magnitude of the model results, and

especially the warming by vertical advective heat flux
divergence (Figures 10g and 10h) should not be interpreted
literally, because the model is highly idealized, and various
parameters are weakly constrained by data. However, our
calculations clearly demonstrate the ability of sea breezes
that develop in the NRS region because of steep lateral

thermal gradients to substantially affect the thermodynamics
of the oceanic boundary layer.

7. Summer Subsidence Effects on Boundary
Layer Humidity

[30] The summer daytime subsidence over the channel
axis associated with the sea breeze flow affects evaporation
in two ways. First, because of the Clausius-Clapeyron
relation, the warming (Figures 10g and 10h) suppresses
relative humidity for a fixed q. In addition, because @pq > 0,
subsidence tends to enhance evaporation also by suppress-
ing BL q through downward advection of low-q air from
aloft.
[31] To estimate the evaporative effect of the subsidence

mediated adiabatic BL warming (i.e., addressing only the
first of the above two), consider a BL with mean pressure
and specific humidity of 950 mbar and 16 g kg�1, charac-
teristic of the NRS in summer. As mentioned earlier, the
temperature difference at x = 0 between the two curves in

Figure 10. Results of the simple model described in text. (left) Nighttime and (right) daytime
equilibrium solution. (a and b) Actual Ts(x) (solid curves) and the T*(x) to which the thermal state is
relaxed (dotted curves). (c–f) Flow components in the stated units. Heating in K d�1 due to (g and h)
vertical and (i and j) lateral advective heat flux divergence, �u@xTs (�whqh/h).
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Figure 10b is DTs0
d � 1.6 K. Using a traditional bulk

evaporation formula,

E ¼ ce kuk qs Tsð Þ � q½ �; ð21Þ

[e.g., Seager et al., 1995; Zhang, 1997] where ce = 1.2 �
10�3 is a dimensionless transfer coefficient, kuk is wind
speed and qs is the saturation specific humidity at the sea
surface temperature, and holding wind speed fixed, the
effect of the subsidence warming from 302 K to 303.6 K on
evaporation is approximated as

dEday ¼def E 303:6 Kð Þ
E 302 Kð Þ ¼ qs 303:6 Kð Þ � q

qs 302 Kð Þ � q
� 1:25; ð22Þ

i.e., a 25% evaporation increase.
[32] During the night (Figure 10a), heat redistribution by

the dynamics cools the model surface from 300 to 299.1 K.
This cooling results in evaporation change of

dEnight ¼ E 299:1 Kð Þ
E 300 Kð Þ � 0:84; ð23Þ

i.e., an 16% decrease.
[33] Importantly, while opposite, the day and night evap-

oration changes in response to subsidence warming do not
cancel out. First, summer nights are obviously shorter than
summer days. Even disregarding this simple fact, while
nighttime evaporation reduction is 16%, daytime evapora-
tion increase, 25%, is �1.5 times as large. Thus averaged
over the diurnal cycle, heat redistribution by the dynamics
clearly enhances overall evaporation.
[34] The second way the sea breeze circulation affects the

NRS BL humidity budget is through subgrid-scale (lateral
and vertical) advective moisture flux divergence. To esti-
mate these effects, we need to establish the lateral and
vertical distribution of humidity, and its diurnal variability.
Both are given by Figure 13. Figure 13 makes clear that the
lateral variability at the two shown pressure levels (the
vertical range of the curves, or even their variance bars) is
small compared to the difference between either one of
these levels and the surface (the gap between the curves and
the circles). This is true even for 1000 mbar, a level low
enough in the atmosphere to be clearly affected by the

presence of a humidity source (the ocean) immediately
underneath. Therefore the lateral contribution to

�r3 	 V0
3q

� �
;�r2 	 V0

2q
� �

, must be much smaller than

the vertical one, and, in geometrical height coordinate z in

which the vertical velocity is w, �r3 	 V0
3q

� �
� �w0@zq

(which does not vanish in general because overbars denote
averaging in time or space, and deviations from those
averages may not vanish locally). Consequently, an estimate
of daytime drying by the sea breeze flow, mostly subsidence
that is assumed to take place somewhere between the
surface and 850 mbar, is

r3 	 V0
3q

� �
� w0@z�q

� w0
h

�q850 � �qsurface
�Z850

� �

¼ �1300 m d�1 5 g kg�1 � 19 g kg�1

1500 m

� �
� 12 g kg�1 d�1 ð24Þ

Figure 11. Schematic representation of the model daytime summer results.

Figure 12. June–August climatologies of (a) sensible
upward surface heat flux (W m�2) and (b) 925 mbar
subsidence (mbar d�1) as a function of longitude along
26�N. In Figure 12b, squares indicate positive values. Data
are from Kalnay et al. [1996] except the circles in Figure
12a, which are monthly mean 0.5� � 0.5� climatologies
from da Silva et al. [1994]. The approximate longitudinal
extent of the Red Sea at �26�N is shaded.
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where we use the model’s wh � �0.9 m min�1 �
�1300 m d�1 (Figure 10f) to estimate the relevant w0,
Figure 13 to obtain q850 and qsurface, and the reanalysis
climatological NRS JJA mean 850 mbar geopotential height
to estimate Z850. This analysis substantiates the approximate
NRS moisture budget given by equation (8), where the
Reynolds term is understood to stand for ‘‘drying by
diurnally varying subsidence associated with sea breeze.’’
[35] While the exact value of either term in equation (8)

may change somewhat with alternative choices of scales or
physical assumptions, it is clear that equation (8), or more
specifically its more narrowly defined version

w0
h@z�q ¼ Erw

hra
; ð25Þ

is clearly the only viable approximation to the full moisture
budget, equation (1). The validity of approximation (25), in
contrast to the failure of equation (1), emphasizes the
importance to the NRS BL moisture budget of subsidence
drying. Importantly, the drying is achieved not by the
monthly mean circulation, but by diurnally varying
subsidence associated with the secondary sea breeze
circulation. The validity of (25) indicates that the main
reason evaporation is as high as it is in the northern Red Sea
is the low boundary layer relative humidity. This low
relative humidity is maintained in the presence of strong
evaporative moistening by intense low-level daytime
subsidence, accompanied by efficient lateral moisture
evacuation near the surface that is permitted by the narrow
extent of the channel. In turn, the subsidence, which
overwhelms the reverse nighttime circulation, can be readily
traced back to the steep spatial gradients present in the
region because of the widely disparate heat capacities of the
oceanic Red Sea environment and the neighboring deserts.

[36] Consistent with our earlier assertion (which led to the

approximation �r3 	 V0
3q

� �
� �w0@zq invoked above),

the lateral advective moisture flux divergence term is much
smaller than its vertical counterpart;

r2 	 hV0
2qi � u0model

coast

�qaxis � �qdesert
100 km

� 0:12
m

sec

	
1
2
19þ 9ð Þ g kg�1 � 1

2
7þ 5ð Þ g kg�1

100 km

� 	
� 1 g kg�1 d�1 ð26Þ

where angled brackets denote vertical averaging between
the surface and h (approximated as the simple arithmetic
mean of the surface and 850 mbar values), and in which the
short spatial length scale is chosen to render the estimate an
upper bound. While lateral advective moisture flux
divergence is small, the horizontal flow is still very
important; it is the principal means of satisfying air mass
and moisture BL continuity, and, most importantly, its
divergence is what gives rise to the subsidence in the first
place.

8. Winter Model Results

[37] Figure 14 is the winter counterpart of Figure 10,
summarizing the winter model results for 3:00 A.M. (left)
and 3:00 P.M. (right).
[38] Other than the temperatures themselves, a key dif-

ference from the summer state is that in winter, land
temperatures are lower then those of the ocean throughout
the diurnal cycle. While during the day surface temperatures
are weakly x-dependent, land-ocean thermal contrasts are

Figure 13. June–August climatologies of specific humidity as a function of longitude, averaged over
25�–27�N, at (top) 850 mbar and (bottom) 1000 mbar. Curves show climatological means of 6-hourly
Kalnay et al. [1996] data at 0000 and 1200 UT (2:00 A.M. and 2:00 P.M. local time). Vertical solid-
dotted bars show ±1.96 daily standard deviation regions about the means (curves), calculated over the
5244 time points available over 1948–2004. Circles indicate da Silva et al. [1994] ship-based 0.5� � 0.5�
monthly mean climatologies, with monthly anomaly variability range shown by vertical bars crossing the
circles.
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very pronounced at night, resulting in vigorous circulation.
Fast and strongly convergent cross channel flows (thick
curve in Figure 14c) result in strong ascent over the ocean
(Figure 14e). Unlike summer, the pattern weakens, but does
not change sign, during the day.
[39] The main effect of the ascent associated with this

convergent surface flow pattern is estimated using Figure 15
and a modification of equation (24) appropriate for ascent,

r3 	 V0
3q

� �
� w0

h�qh
h

; ð27Þ

because in this configuration the motion is directed from the
BL, the q of which we are interested in, into the free
troposphere, the q budget of which is currently of no interest.
As before, we use the modelwh� 0.025 m s�1� 2160m d�1

to approximate w0 at h. To obtain the advectively relevant
humidity, we use the reanalysis (see Figure 15) to get q850 =
3.6 g kg�1 and the work of da Silva et al. [1994] to get

qsurface = 10.3 g kg�1, and linearly interpolate, taking
Z850 = 1500 m, between these values, to obtain q300 m �
9 g kg�1. With these values, equation (27) yields

r3 	 V0
3q

� �
� 65 g kg�1 d�1: ð28Þ

This is more than enough to balance evaporative
moistening, which we estimated in section 3 to be roughly
26 g kg�1 d�1. The factor of �2 disparity is to be
expected given the model simplicity, the substantial
uncertainty in our E and h estimates, and the neglect of
both precipitation (which is observed, albeit minutely, in
winter, and which is made more probable by the ascent) and
lateral moisture delivery into the NRS BL by the convergent
cross channel flows. This disparity should not obscure the
main findings of this section: (1) In winter, nighttime is most
relevant to the moisture budget, and (2) during winter
nighttime, BL drying occurs through upward advective

Figure 14. Results of the winter model described, following the same convention as Figure 10.
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moisture transport across the BL top by ascent that results
from the convergent lateral flows.

9. Paleoclimate Implications

[40] The key ingredient to the flow patterns discussed in
earlier sections of this paper is land-ocean temperature
gradient. Such gradients, in the NRS as well as along other
low-latitude coasts, are affected by several fundamental
parameters of the climate system, such as atmospheric
concentrations of greenhouse gases, the orbitally controlled
insolation distribution among the seasons, the global mean
solar flux, among others. We address those topics more
thoroughly elsewhere (G. Eshel, The response of low-
latitude coastal boundary layers to insolation changes,
manuscript in preparation, 2007). In this section, however,
we introduce some of the preliminaries necessary for our
future in depth analysis.
[41] Qualitatively, the stronger summer insolation is, the

stronger land-sea thermal contrasts, thermal gradients, and
therefore cross channel flows, subsidence and evaporation,
are. Conversely, the higher greenhouse gas concentrations
are, the weaker winter land-sea thermal contrasts and low-
level convergence into the Red Sea from the adjacent
deserts are, and the weaker evaporation is.
[42] To quantitatively characterize land-sea temperature

gradient, consider a surface layer of thickness z, heat
capacity cp and density r, subject to insolation flux Qsolar.
The induced tendency of the (assumed homogeneous
throughout z) temperature is

@T

@t
¼ Qsolar

rcpz
ð29Þ

Considering next the NRS, the evolution of land-sea
temperature difference dT � T l � T o, in which superscripts
l and o denote ‘‘land’’ and ‘‘ocean’’, is governed by

@dT
@t

¼ Qsolar

rlclpz
l
� Qsolar

rocopz
o : ð30Þ

Considering the summer daytime example, reasonable
values representative of the NRS are: Qsolar �
800 W m�2, rl � 1600 kg m�3 (characteristic of sand),
ro � 1000 kg m�3, cp

l � 800 J kg�1 K�1, cp
o �

4200 J kg�1 K�1, z l � 3 m, and zo � 50 m. Then,

@dT
@t

¼ 800

1600 	 800 	 3�
800

1000 	 4200 	 50 � 0:7
K

hr
: ð31Þ

This propensity of the NRS physical system to rapidly
develop thermal gradients, the driving force behind the
circulation discussed above, is a linear function of
insolation; given some time varying multiplicative insola-
tion modulator a with which the actual insolation at any
time is aQsolar,

@dT
@t

¼ a 0:7
K

hr
: ð32Þ

[43] The paleoclimatic scenario most pertinent to evolu-
tion of NRS physics, the varying insolation dominance over
North African climate discussed by, e.g., deMenocal [1995,
2004] and Gasse [2006], lends itself well to description in
terms of equation (32), especially in summer, when insola-
tion is the central thermal driving force. We take advantage
of this by repeating the model summer calculations as

Figure 15. December–February climatologies of specific humidity as a function of longitude, averaged
over 25�–27�N, at (top) 850 mbar and (bottom) 1000 mbar. Curves show climatological means of
6-hourly Kalnay et al. [1996] data at 0000 and 1200 UT (2:00 A.M. and 2:00 P.M. local time). Vertical
solid-dotted bars show ±1.96 daily standard deviation regions about the means (curves), calculated over
the 5244 time points available over 1948–2004. Circles indicate da Silva et al. [1994] ship-based 0.5� �
0.5� monthly mean climatologies, with monthly anomaly variability range shown by vertical bars
crossing the circles.
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described in sections 4 and 5, replacing the equation (16)
summer functions with

T � x;að Þnighttime ¼ 300 K � a 	 5 K 	 f
T� x;að Þdaytime ¼ 302 K þ a 	 9 K 	 f ð33Þ

with 0.1 � a � 3, i.e., exploring insolation magnitudes
that give rise to NRS d T in the range of 10% to 300%
of today’s (with increased (decreased) insolation corre-
sponding to a > 1 (a < 1)). While the extremes of this range
are clearly physically implausible, we explore the stated
range in order to obtain a reasonably complete picture of the
dependence of NRS thermal contrasts on insolation.
[44] The results of these calculations are summarized in

Figure 16. Despite the nonlinearity of the model, DTs0
scales nearly linearly with a (Figures 16a and 16b and,
in particular the nearly straight lines of Figure 16c).
Even when the resultant DTs0 are converted to dE (using
equation (22) and the Clausius-Clapeyron relation,
Figure 16d), the results are nearly linear in a despite the
high-temperature nonlinearity of the Clausius-Clapeyron
equation. Using Figure 16d, NRS evaporation, and thus
salinity and indirectly d18Owater, can be estimated for
periods with known insolation different than today’s.
Since known insolation means known a, one enters the
known a along the Figure 16d abscissa, and reads the
resultant d E along the ordinate. Combined with today’s
evaporation Emodern, the absolute evaporation during some
time t characterized by a = a(t) is simply

E tð Þ ¼ Emodern 1þ @dE
@a

da
� 	

ð34Þ

where da � a � 1 and, from Figure 16d,

@dE
@a






day

� 1:46� 0:81

3� 0
� 0:22 ð35Þ

and

@dE
@a






night

� 0:64� 1:18

3� 0
� �0:18: ð36Þ

[45] As an example, consider the insolation estimates of
Berger and Loutre [1991]. They report June insolation at
30�N (a location close enough to the NRS for the purpose of
this demonstration) of 474, 513 and 469 W m�2 currently,
during the Holocene Maximum and 23 kyr, respectively.
These values correspond to a = 1.08 and 0.99 for the
Holocene Maximum and 23 kyr, respectively. Using sum-
mer Emodern = 1.33 m yr�1, equations (34), (35) and (36),
we obtain the following summer evaporation estimates,
expressed in their per year equivalents

E
day
Holoc: Max: ¼ 1:33

m

yr
1þ 0:22 	 0:08½ � � 1:35

m

yr
;

E
day
23 kyr ¼ 1:33

m

yr
1� 0:22 	 0:01½ � � 1:33

m

yr
;

E
night
Holoc: Max: ¼ 1:33

m

yr
1� 0:18 	 0:08½ � � 1:31

m

yr
;

E
night
23 kyr ¼ 1:33

m

yr
1þ 0:18 	 0:01½ � � 1:33

m

yr
: ð37Þ

Note that these calculated changes take note only of the
effect of circulation mediated temperature changes, and
disregard other effects, potentially larger or of the opposite
sense, due to, e.g., q advection by both lateral and vertical
flows or wind changes [Rohling, 1994]. The wind effect
may well prove particularly influential, because it is
multiplicative, not additive.

10. Summary and Main Conclusions

[46] In this paper, we set out to better understand the
northern Red Sea climatological seasonal cycle of evapora-
tion. We first estimated seasonal rates of boundary layer
moistening by evaporation at the ocean surface, and found
those rates to be of the order of 10 g kg�1 d�1 in both
summer and winter. Through simple data analysis, we then
demonstrated that both lateral and vertical monthly mean
advective moisture flux terms are far too small to balance
the evaporative moistening. This finding motivated the
introduction of a simple numerical model of boundary layer

Figure 16. Sensitivity of the model summer results to the magnitude of the land-ocean thermal contrast.
Full domain (�300 km � x � 300 km) (a) night and (b) day, DTs(x, a). (c) Mid channel temperature
difference, DTs0(a), as a function of a. (d) The 100d E (equations (22) and (23)), the percent evaporation
change relative to today’s insolation. The a-dependent thermal contrast to which the model temperature
equation is relaxed is given by equation (33). For each curve (Figures 16a and 16b) or symbol
(Figures 16c and 16d) the color indicates the value of a, with dark blue (red) denoting a = 0.1 (a = 3).
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circulation in the northern Red Sea. Interpreting the model
results, we concluded that the key issue in both summer and
winter is the convergence/divergence patterns of cross
channel ageostrophic flows that arise because of land-sea
thermal contrasts.
[47] In summer, daytime is most dominant. At this time,

pressure over adjacent deserts is lower than over the ocean,
driving symmetric flows from the channel axis outwardly
toward the neighboring deserts. These flows are strongly
divergent over the ocean, resulting in subsidence. This
intense subsidence dries the boundary layer both by warm-
ing it and thus reducing its relative humidity, and by
introducing into the boundary layer low specific humidity
air from aloft. At night the situation reverses, but because
summer nights are much shorter than days, and because the
nighttime flow is weaker, the above characterization holds
for the summer as a whole.
[48] During winter, nighttime dominates, but the sign of

the circulation is the same throughout the diurnal cycle.
Cold landmasses adjacent to the northern Red Sea result in
pressure gradients accelerating air from both sides of the
channel toward the channel axis. The resultant surface
convergence at the channel axis results in strong upward

motions. The ascent dries the boundary layer by advecting
upward moist boundary layer air into the free troposphere
(which we crudely treat here as an infinite reservoir).
Consistent with the observation that evaporation is mini-
mized (maximized) in summer (winter), the drying process-
es described above are much more powerful during winter.
[49] The above results single out land-sea thermal con-

trasts as the main physical parameter affecting the hydro-
logical cycle over the northern Red Sea. We conclude the
paper by advancing a simple quantitative model for the
response of this hydrological cycle to variable insolation
fluxes which have been previously suggested as important
modulators of north African climate through time. Our
model results in a simple figure from which one can read
the difference in northern Red Sea evaporation that is
expected to characterize a known insolation change.
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