
results as the samples with small pH variations, thus indicating that the small variations in
the effective net charge have no measurable influence on the cluster formation mechanism
(see Supplementary Information).We also checked the temperature dependence of the pH
for a concentrated lysozyme solution and found an increase of only 0.2 units when
decreasing the temperature from 33 to 5 8C. Again, this results in a negligible charge
variation when looking at the titration curve25. Lower concentrations were prepared by
diluting the stock solution with buffer at pH 7.8. The samples with 50mM NaCl were
obtained by diluting a concentrated protein sample with HEPES buffer containing the
appropriate amount of NaCl at pH 7.8. The final concentrations were determined by
ultraviolet absorption spectroscopy at 280 nm using a specific absorption coefficient
E1%
1 cm ¼ 26:4; the highest concentrations were typically between 250 and 350mgml21.

Using a partial specific volume of 0.74 cm3 g21 for the proteins results in the
corresponding protein monomer volume fractions of 0.185 # f # 0.26.

Preparation of colloid–polymer mixtures
Spherical particles (radius R ¼ 660 nm) with polymethylmethacrylate (PMMA) cores
fluorescently labelled with nitrobenzoxadiazole and sterically stabilized by a thin
(,10 nm) layer of chemically grafted poly-12-hydroxystearic acid were suspended in an
approximately 1:4 mixture of cis-decalin and cycloheptyl bromide (CHB) for density
matching. CHB leads to a positive charge Q of the PMMA particles21 with Q # 103

electronic charges for the present particles (estimated from f at crystallization). Addition
of linear, non-adsorbing polystyrene (Polymer Laboratory, molecular mass 212.4 kDa)
induces an effective attraction between the PMMAparticles: exclusion of polymer between
the surfaces of two nearby particles results in a net osmotic force that pushes them
together22. The depth and range of this ‘depletion’ attraction are proportional to the
polymer concentration and polymer size, respectively. Polymer size can be estimated by
twice the radius of gyration rg of a single coil, giving a dimensionless range d < rg /R, here
d < 0.02.

Small-angle X-ray scattering measurements
SAXS experiments were carried out with a pinhole camera (NanoSTAR, Bruker AXS)
equipped with a sealed tube (Cu Ka), a thermostatically regulated sample chamber and a
two-dimensional gas detector. The q range is 0.1–2 nm21.

Small-angle neutron scattering measurements
SANS experiments were performed at the SANS I facility at the Swiss neutron source SINQ
at the Paul Scherrer Institut, Switzerland. We used 1-mm and 2-mm Hellma quartz cells
and a thermostatically regulated sample holder. Combinations of different wavelengths
(5 and 8 Å), sample-to-detector distances (1.6–18m) and collimation lengths (4.5–18m)
were used to cover a q range of 0.1–7 nm21.

Confocal microscopy
Imaging was carried out in the Collaborative Optical Spectroscopy, Micromanipulation
and Imaging Centre (COSMIC). A small amount of sample was sandwiched between a
cover slip and a microscope slide. The sample thickness was fixed at about 0.3mm by
spacers. A Nikon TE-300 with a Biorad Radiance 2100MP scanning head was used;
fluorescence was excited at 488 nm and observed at 525 nm.
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An abrupt climate warming of 5 to 10 8C during the Palaeocene/
Eocene boundary thermal maximum (PETM) 55Myr ago is
linked to the catastrophic release of ,1,050–2,100Gt of carbon
from sea-floor methane hydrate reservoirs1. Although atmos-
pheric methane, and the carbon dioxide derived from its oxi-
dation, probably contributed to PETM warming, neither the
magnitude nor the timing of the climate change is consistent
with direct greenhouse forcing by the carbon derived from
methane hydrate. Here we demonstrate significant differences
between marine2,3 and terrestrial4–6 carbon isotope records span-
ning the PETM.We usemodels of key carbon cycle processes7–9 to
identify the cause of these differences. Our results provide
evidence for a previously unrecognized discrete shift in the
state of the climate system during the PETM, characterized by
large increases in mid-latitude tropospheric humidity and
enhanced cycling of carbon through terrestrial ecosystems. A
more humid atmosphere helps to explain PETM temperatures,
but the ultimate mechanisms underlying the shift remain
unknown.
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Global warming during the PETM is associated with a major
negative carbon isotope (d13C, see Fig. 1 legend) excursion (CIE),
which has been invoked as evidence for the release of 13C-poor
carbon from methane hydrate reservoirs into the ocean and atmos-
phere1. The signature of this carbon release is a rapid and synchro-
nous decrease in the d13C of carbon in terrestrial4–6,10 and marine2,3

rocks (Fig. 1). The d13C values stabilize approximately 35 kyr after
the beginning of the event, indicating the cessation of methane
release. Throughout the following ,45 kyr, d13C values remain
relatively low and then begin an exponential recovery lasting for
some ,50 kyr. Temperature, in contrast, rises steadily from the
beginning of the event to a peak ,60 kyr later, and gradually
declines to pre-PETM levels over the next 70 kyr. The release of
CH4 into the atmosphere during the PETM could have played an
important role in warming the climate11,12, but because of its short
residence time CH4 can not explain the continued rise in tempera-
tures following the termination of methane release. Atmospheric
methane oxidizes to CO2, which has a much longer residence time,
but this CO2 would have increased levels in the PETM atmosphere
by only 70 to 160 p.p.m.v. (refs 1, 11), raising global temperature by
less than 1 8C (ref. 12). These observations suggest that during the
PETM the climate responded nonlinearly to changes in radiative
forcing resulting from the addition of hydrate-derived carbon to the
atmosphere.
Recently developed high-resolution stratigraphic records3–6 and

timescales13 allow comparison of terrestrial andmarine d13C records
at the global scale. Important isotopic records are available for many
sites, but we focus here on well-sampled records derived from
characterized substrates that document the full shift in d13C values
from a clearly defined, pre-PETM baseline through the CIE. These
time series show that during a discrete, 60-kyr interval that includes
peak PETM warming, the CIE in palaeosol carbonates from
Wyoming (USA), Spain and China is consistently amplified by
,3‰ relative to that in marine records (Fig. 1d). Fossil soil organic
matter (SOM) from terrestrial rocks in northern Wyoming10 also
documents an excursion ,1‰ larger than the marine CIE.
This feature is common to the terrestrial d13C record on three
continents, which strongly suggests that it is not a diagenetic
artefact but reflects a discrete change in the partitioning of 13C

among the ocean, atmosphere, terrestrial biosphere and soils
coinciding with PETM nonlinear climate system changes.

Here we integrate data and models to identify the carbon cycle
processes responsible for amplifying the terrestrial CIE signal. Our
analyses show that several processes could have made minor
contributions to terrestrial CIE amplification. These include: (1)
temperature effects on carbon isotope fractionation between CO2

gas, dissolved inorganic carbon and CaCO3 in the surface ocean and
in soils; (2) changes in surface ocean carbonate ion concentration
([CO3

22]); and (3) changes in soil productivity and organic matter
turnover rates.

Estimates of PETM warming from terrestrial14 and surface
ocean2,3 records both fall between 5 and 10 8C, implying approxi-
mately equal temperature-driven decreases in palaeosol and for-
aminiferal carbonate d13C (d13CPC and d

13CFC respectively) of 0.55–
1.1‰ (ref. 15). Thus, the temperature effect exaggerates the
magnitude of the CIE in these carbonate records relative to the
shift in the other exogenic reservoirs, but does not contribute
substantially to the offset between marine and terrestrial carbonate
records.

Carbon release at the PETMwould have affected ocean carbonate
chemistry, causing a decrease in ocean pH and [CO3

22] and an
increase in d13CFC (ref. 8). Mass balance calculations (see Sup-
plementary Information) indicate that carbon addition to the
ocean/atmosphere during the PETM could cause a 0.2–0.6‰
increase in d13CFC, thereby decreasing the CIE amplitude in marine
records. If the mass of carbon released during the PETM has been
severely underestimated16,17, the [CO3

22] effect may have been even
larger. However, the d13C record of deep ocean foraminifera con-
strains the [CO3

22] effect. Deepwater [CO3
22] is less sensitive to

carbon addition than surface water [CO3
22] because of its greater

overall carbon concentration and lower pH, and the [CO3
22] effect

should increase the d13C of surface ocean foraminifera more than
that of deepwater forms. In fact, the CIE amplitude for surface-
dwelling foraminifera during the PETM is larger than that for deep-
dwellers. This observation has been attributed to changes in ocean
circulation or productivity2 but also suggests that [CO3

22] change
did not have an extreme effect on marine CIE records.

Soil processes determining the d13C offset between plants, SOM
and soil CO2 probably varied during the PETM. Experimental work
has shown that warming and CO2-fertilization can lead to increased
rates of carbon input to soils (as root and leaf litter)18 as well as
increased turnover rates for SOM19. The d13C of soil carbonate is
largely determined by that of soil CO2 (ref. 20) and is sensitive to the
rates of carbon input and SOM turnover, because they affect both
the d13C of SOM (d13CSOM, from which most soil CO2 is derived),
and the mixing ratio of 13C-enriched atmospheric and 13C-depleted
respired CO2 within soil pores. We used a model of SOM and soil
CO2 dynamics9 to examine the effects of changes in soil carbon
processes on d13CPC and d13CSOM during the PETM (see Methods).
Our simulations show that d13CPC decreases in response to
increased rates of carbon input to soils, and increases in response
to increased turnover rates of SOM, largely as the result of changes
in soil CO2 concentration as more or less vegetation-derived CO2 is
concentrated in soil pores (Fig. 2a, b). In contrast, d13CSOM is
insensitive to the rate of carbon input to soil and increases in
response to increased SOM turnover. These processes also cause
substantial changes in the organic carbon content of soils (Fig. 2c),
allowing us to constrain our simulations with measurements of
the organic carbon concentrations of palaeosols from PETM and
non-PETM strata (see Supplementary Information). Our results
show no significant increase in carbon storage in PETM palaeosols,
suggesting that increased organic inputs to PETM soils were
balanced by increased SOM turnover rates. If ‘reasonable’ increases
in ecosystem productivity during the PETM (that is, up to a
doubling of SOM production rates) are combined with increased
turnover so that soil carbon storage remains unchanged, our model

Figure 1 Marine and terrestrial records of the PETM, correlated to an age model for ODP

site 690 (ref. 13, see Supplementary Information). a, Marine d13C records derived from

the surface-dwelling genus Acaranina at ODP sites 690 (ref. 2, Southern Ocean, blue

circles) and 1209 (ref. 3, subtropical Pacific Ocean, red squares). b, Palaeosol carbonate

d13C records from northern Spain6 (blue circles), Hunan, China5 (red squares) and

Wyoming, USA4,30 (green diamonds). c, Temperature anomalies for sites 690 and 1209

calculated from monospecific d18O and Mg/Ca records, respectively (symbols as in a).

d, Normalized composite carbon isotope curves for palaeosol carbonates (green) and

planktonic foraminiferal carbonate (dark blue). Interval of terrestrial CIE amplification is

shown in grey. d13C ¼ {½ð13C=12CÞsample=ð
13C=12CÞstandard�21}£1;000:
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indicates that soil carbon dynamics can account for up to 0.9‰ of
the terrestrial CIE amplification recorded by palaeosol carbonate
(Fig. 2d), but at the same time cause d13CSOM to increase by 0.6–
1.0‰ (not shown).

In sum, the above effects account for half of the 3‰ CIE
amplification in palaeosol carbonate, but leave a 1.7–2.1‰ differ-
ence between the modelled and observed SOM amplitudes.

This implies that terrestrial plants increased their photosynthetic
13C-discrimination by 1.5–2.1‰ during the PETM. We examined
effects of changing water stress, the primary determinant of photo-
synthetic 13C-discrimination, on the d13C values of PETM plants
(see Methods). Temperature, relative humidity and soil water
availability set the level of water stress. Higher PETM temperatures
would have increased the transpiration demand on plants, decreas-
ing 13C-discrimination by 2–3‰ (Fig. 3). According to our simu-
lations, it is only through substantial increases in relative humidity
and soil moisture that plant 13C-discrimination could have
decreased despite climatic warming during PETM. We calculate
that a minimum 20% increase in soil moisture and relative humid-
ity would have been required during the PETM to account for the
1.5–2.1‰ increase in plant 13C-discrimination (Fig. 3). About 85%
of this change in vegetation d13C would be transferred to soil CO2

and carbonate; a loss of 15% of the signal occurs owing to dilution
by atmosphere-derived CO2 within soils.
Taken together, our analysis ofmarine and terrestrial carbon cycle

processes provides a coherent explanation for PETMCIE amplifica-
tion in terrestrial SOM and palaeosol carbonate (Table 1). Notably,
the solution requires a 20–25% increase in soil and atmospheric
moisture throughout the northern mid-latitudes and a near dou-
bling in the rate of carbon cycling through terrestrial ecosystems.
These changes are consistent with clay mineral records that suggest
enhanced continental weathering across these regions during the
PETM21. Given the protracted duration and stable magnitude of the
terrestrial CIE amplification, these changes do not fit a model of
linear response to methane release, but rather seem to represent a
discrete, transient switch in climate state. The cause and effect
relationships between methane hydrate destabilization and the
PETM climate state switch, as well as the climate system changes
underlying the PETM wet climate state, are currently unknown.
Although atmospheric moisture is a powerful greenhouse gas and
may have contributed to PETM warming, it is an internal com-
ponent of the climate system. Persistent, elevated relative humidity
during the PETM must represent a feedback responding to some
other change in the climate system. This change remains to be
identified, but potential candidates include a change in ocean
circulation and heat transport12, higher levels of atmospheric CO2

due to changes in ocean circulation and chemistry2, or higher CH4

concentrations sustained by elevated fluxes from wetlands.
Recognition of a discrete climate state shift during the PETM has

important implications for understanding the evolution of green-
house climate at the Palaeocene/Eocene boundary and the potential
evolution of future climate. Climate system changes associated with
the PETMwet climate state help resolve the discrepancy between the
observed temperature changes and forcing mechanisms suggested
thus far. Both the buildup of tropospheric water vapour and lack of
carbon sequestration by soils would have amplified and helped to
sustain PETM warmth. In contrast, increases in plant productivity,
soil CO2 and soil moisture associated with the PETM wet climate
state would have increased silicate weathering and the delivery of
nutrients and alkalinity to the oceans, increasing the burial of

Table 1 Proposed model for PETM terrestrial CIE amplification

D (D13C(V2FC))* D (D13C(SOM2FC))* D (D13C(PC2FC))*
.............................................................................................................................................................................

5 8C warming† 20.55‰ 20.55‰ 0‰
[CO3

22] effect 0.5‰ 0.5‰ 0.5‰
Balanced 1.8 £ soil productivity‡ 0‰ 21.0 to 20.6‰ 0.8‰
þ20% RH and soil moisture 2.0‰ 2.0‰ 1.7‰
Total 1.95‰ 0.95 to 1.35‰ 3.0‰
Observed n.a. ,1.0‰ ,3.0‰
.............................................................................................................................................................................

RH, relative humidity; n.a., not available
*Change in d13C offset between terrestrial vegetation (V), soil organic matter (SOM) or palaeosol
carbonate (PC) and surface ocean foraminiferal carbonate (FC).
†Equal warming assumed at marine and terrestrial sites.
‡ Increased litter input to soils balanced by increased SOM turnover rate.

Figure 2 Results from soil carbon model runs. a–c, Effect of changing productivity above

ground (solid black line) or below ground (long dashes) and of changing SOM

decomposition rate (short dashes) on soil gas d13C (a), soil gas CO2 concentration (b) and

soil C storage (c). d, Effect of simultaneous changes in productivity and decomposition

rate that result in no net increase in soil carbon storage. Soil gas 13C-enrichment (black

line) is the difference between soil d13CO2 at 1m depth and vegetation d13C. Soil CO2
concentration (grey line) is given for 1m depth, and organic carbon storage is integrated

over the whole soil.
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carbon in marine carbonate rocks13. This negative feedback prob-
ably contributed to climate recovery following the PETM, but
temperature stabilization and recovery lagged the climate state
switch by ,30–40 kyr. Given the current exponential increase in
atmospheric CO2 and other greenhouse gases, determining the
complete sequence of events associated with the PETM climate
state change and assessing the generality of the state change through
study of similar episodes of greenhouse warming in the Earth’s
history22,23 seems critical. A

Methods
Soil carbon model
The steady-state model for soil organic carbon and CO2 was described in ref. 9. It includes
input functions for organic carbon above and below ground and for root-respired CO2,
along with vertical transport, microbially mediated transformation of organic carbon
among three discrete organic carbon pools, heterotrophic respiration, and biological and
physical 13C-fractionating processes associated withmicrobial respiration and diffusion of
CO2. For initial conditions, we used model parameter values fitted to data from a
carbonate-bearing chernozem9 and plant 13C-discrimination (D) ¼ 19‰. In the initial
conditions, the model soil stores 3,229mol Cm22 and at 1m depth has a CO2

concentration of 9.16 parts per thousand (p.p.t.) with soil gas d13C enriched by 7.6‰
relative to vegetation, bulk SOMenriched by 2.4‰ relative to vegetation, and stable9 SOM
enriched by 2.9‰ relative to vegetation. We tested the sensitivity of soil CO2

concentration and d13C values, and also SOM storage and d13C values, to changes inmodel
parameters by incrementally changing them from their initial values, either individually or
together, and re-integrating the model. The tests reported here were performed using
ranges of D values (19–23‰), plant productivity rates above ground (30 to
60mol Cm22 yr21) and below ground (20 to 40mol Cm22 yr21), and soil carbon
turnover rate (0.2 to 0.4, 0.01 to 0.02, and 0.001 to 0.002 yr21 for carbon cycling at ‘fast’,
‘slow’ and ‘stable’ rates, respectively). These tests assume that root respiration varies
proportionately with productivity below ground. We also tested the effects of decreased
microbial assimilation efficiency9 (0.4 to 0.2mol C assimilated per mol C consumed for
fast and slow cycling carbon, and 0.2 to 0.1 for stable carbon levels); the results were very
similar to those obtained with increased turnover rate and are not shown here. All other
model parameters were held constant, and simulations were run at an atmospheric CO2

concentration of 1,500 p.p.m. Results reported here are for depth-integrated SOM storage
and for soil gas and bulk and stable SOM at 1m below the soil surface.

Modelling plant carbon isotope fractionation
Discrimination against 13C (D) by leaves was calculated using the well-validated model7

linking D to leaf gas exchange, which is given as: D¼ aþ ðb2 aÞ£ ci=ca; where a is
fractionation associated with diffusion (4.4‰), b is fractionation associated with the
enzyme Rubisco (27‰), and c i and c a are the intercellular and atmospheric CO2 partial
pressures respectively. Experimental and geological evidence indicates that terrestrial plant
d13C values are insensitive to changes in CO2 (ref. 24), but that water stress is the primary
factor determining the magnitude of terrestrial plant photosynthetic 13C-discrimination7.
We calculated equilibrium c i/c a ratios at c a ¼ 1,500 p.p.m.v. over a range of humidity,
temperature and soil moisture content values using a mechanistic model of
photosynthetic carbon uptake25 coupled to a model of stomatal behaviour26. The coupled
model incorporated the effects of leaf-to-air difference in themolar concentration of water
vapour on stomatal conductance and accounted for soil moisture based on the reductions
in stomatal conductance that occur with soil drying27. All simulations used maximum

rates of carboxylation activity (94.1 mmolm22 s21) and photosynthetic electron transport
(183.1 mmolm22 s21), characteristic of the deciduous and evergreen tropical forests28 that
predominated at the continental PETM sites investigated29.
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Models of large-scale human cooperation take two forms. ‘Indirect
reciprocity’1 occurs when individuals help others in order to
uphold a reputation and so be included in future cooperation. In
‘collective action’2, individuals engage in costly behaviour that
benefits the group as a whole. Although the evolution of indirect
reciprocity is theoretically plausible3–6, there is no consensus
about how collective action evolves. Evidence suggests that
punishing free riders can maintain cooperation7–9, but why
individuals should engage in costly punishment is unclear.
Solutions to this ‘second-order free rider problem’ include
meta-punishment10, mutation11, conformism12, signalling13–15

and group-selection16–18. The threat of exclusion from indirect
reciprocity can sustain collective action in the laboratory19. Here,
we show that such exclusion is evolutionarily stable, providing an
incentive to engage in costly cooperation, while avoiding the
second-order free rider problem because punishers can withhold
help from free riders without damaging their reputations. How-
ever, we also show that such a strategy cannot invade a population
in which indirect reciprocity is not linked to collective action,
thus leaving unexplained how collective action arises.

To show that indirect reciprocity can stabilize collective action
without the second-order free rider problem, we consider a large
population subdivided into randomly formed social groups of size
n. Social life consists of two stages. First, individuals decide whether
or not to contribute to a one-shot collective action game at a net
personal costC in order to create a benefit B shared equally amongst
the n 2 1 other group members, where B . C. Second, individuals

engage in a multi-period ‘mutual aid game’4, a form of indirect
reciprocity that is well suited to a population structured into
groups. The dynamics of the mutual aid game are very similar to
other models of indirect reciprocity3,6 so our results should gener-
alize to other social exchange systems. In each period of the mutual
aid game, one randomly selected individual from each group is
‘needy’. Each of his n 2 1 neighbours can help him an amount b at a
personal cost c, where b . c . 0. Each individual’s behavioural
history is known to all groupmembers. This assumption is essential
because it is known that indirect reciprocity cannot evolve when
information quality is poor6. The mutual aid game repeats with
probability w and terminates with probability 1 2 w, thus lasting
for 1/(1 2 w) periods on average. Afterwards, individuals repro-
duce on the basis of payoffs accumulated over both stages, relative to
the whole population, and then die.
Individuals are characterized by one of three heritable strategies:

‘Defector’, ‘Cooperator’, and ‘Shunner’. Defectors do not contribute
to the collective action, nor do they help during the mutual aid
game. Cooperators contribute to the collective action and try to
help all needy recipients during mutual aid. With probability e,
however, Cooperators mistakenly fail to help recipients of good
reputation in the mutual aid game owing to an implementation
error6 (See Box 1 for details). Shunners contribute to the collective
action and then try to help those needy individuals who have good
reputations during the mutual aid game, but mistakenly fail owing
to errors with probability e just like Cooperators. Shunners never
help needy recipients who are in bad standing.
All individuals begin their lives in good standing. Failure to

contribute to the collective action results in a lifetime of bad
standing. If an individual has contributed during the collective
action stage, she temporarily loses her good standing if she fails to
help a recipient of good reputation during the mutual aid game,
either through intention or error. She can, however, restore her
good standing by helping a needy recipient in some future period.
Our results do not depend on the assumption that the reputations

Box 1
Errors in models of reciprocity and punishment

As in previous models of indirect reciprocity3,5,6, errors play a crucial role
in our analysis. These errors should not be thought of as part of an
inherited strategy. Instead, they represent exogenous factors like
sickness or accidents that prevent actors from helping despite an
intention to do so. In our model, all group members, including the actor,
know when an error has occurred. These ‘implementation’ errors are
contrasted with ‘perception’ errors, in which individuals differ in their
beliefs about who cooperated and who defected6. We have not analysed
the effect of perception errors because these errors add sufficient
mathematical complexity that analysis becomes intractable. As a result,
it is unclear how perception errors affect the evolution of indirect
reciprocity3,6. In addition, we do not consider errors in which individuals
mistakenly help a recipient of bad reputation during the mutual aid game,
nor errors during the collective action game, because both such errors
complicate the model without qualitatively altering the results.

Previous models of collective action and costly punishment10–12,18

have shown that implementation errors of the type we consider here
undermine the evolution of collective action. To see why, suppose that
there are no defecting strategies and that behaviour is error-free. In this
case, selection cannot distinguish between strategies that cooperate
and punish defectors and strategies that cooperate but do not punish.
There is never a need to punish, so there is no second-order free rider
problem. If actors occasionally defect by mistake, however, strategies
that punish must do so at a personal cost. Selection will now favour
strategies that cooperate but do not punish (second-order free riders).
As a result, strategies that punish free riders decline and eventually
defectors can invade and take over.
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