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The Atlantic Meridional Overturning Circulation (AMOC)

AMOC schematics: the 
sinking occurs over very 
small high-latitude areas in 
the ocean. the upwelling 
back to the surface is very 
broad, over entire ocean 
basins, not as depicted.



Eli Tziperman, EPS 131/231, Physical oceanography/Climate dynamics

Plate 9. A 2-layer 
thermohaline conveyor 
belt. Blue: abyssal water 
(deep & bottom layers), 
red: uppermost layer flow 
(thermocline & 
intermediate water); 
transports in Sverdrup 
circled. 

Plate 10. A 3-layer 
thermohaline conveyor 
belt. red: thermocline & 
intermediate layers, green: 
deep flow, blue: bottom 
circulation. 

Schmitz 1995

The Atlantic Meridional Overturning Circulation (AMOC)
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The Atlantic Meridional Overturning Circulation (AMOC)

Observations of CFC spreading in 
the North Atlantic Ocean, showing 

the sinking of deep water there.

http://puddle.mit.edu/~mick/cfcsec.html 
(link does not work anymore?)

http://puddle.mit.edu/~mick/cfcsec.html
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The Atlantic Meridional Overturning Circulation (AMOC)

Simulation of tracer spreading in deep ocean
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The Atlantic Meridional Overturning Circulation (AMOC)

Simulation of tracer spreading in deep ocean
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https://en.wikipedia.org/wiki/Atlantic_meridional_overturning_circulation

The Atlantic Meridional Overturning Circulation in the news

https://en.wikipedia.org/wiki/Atlantic_meridional_overturning_circulation
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https://www.youtube.com/watch?v=Ku_IseK3xTc

https://www.youtube.com/watch?v=Ku_IseK3xTc
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https://www.youtube.com/watch?v=Ku_IseK3xTc

https://www.youtube.com/watch?v=Ku_IseK3xTc
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A news update about AMOC
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May 15, 2007

A news update about AMOC
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Trying to estimate the warming effect of the Atlantic 
Meridional Overturning Circulation (AMOC)

Rahmstorf, S. and A. Ganopolski, Long-term global warming scenarios computed with an efficient coupled climate model. ClimaUc Change, 
1999. 43: p. 353-367. 

Figure 1. Deviation of the annual-mean surface air temperature from its zonal 
average, computed from the NCAR air temperature climatology. Anomalously cold 
areas are found over some continental regions, anomalously warm areas over 
ocean deep water formation regions. 

[Whether this pattern should be attributed to the AMOC is debatable, see 
next slide.]
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2580 R. SEAGER et al.

90°E 120°E 150°E 180° 150°W 120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E
longitude

0°
30

° N
60

° N
la

tit
ud

e

995

1000 1000

1005

1005

1010

1010

1010

1010

1010 1010

1015

1015

1015

101

1015

1020

1020

10201020

1025

1025

1025
1030

1030

90°E 120°E 150°E 180° 150°W 120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E
longitude

0°
30

° N
60

° N
la

tit
ud

e

1000
1005 1005

1010

1010

1010

1010

1010

1010
1010

1015

1015

1015

1015

1015

1015

1020 1020

1020

1025

10251030

1030

90°E 120°E 150°E 180° 150°W 120°W 90°W 60°W 30°W 0° 30°E 60°E 90°E
longitude

0°
30

° N
60

° N
la

tit
ud

e

960
965

970

975 975

980

985

985
985

985

985

990

990

990 990

9959951000 1000

-20°C -16°C -12°C -8°C -4°C 0°C 4°C 8°C 12°C 16°C 20°C
Surface temperature

Figure 14. Sea-level pressure (mb) and zonal eddy surface temperature in degC (colours) for January for (a) the
case with mountains and q-èux, (b) the case with mountains and the q-èux set to zero, and (c) the case without

mountains but with the q-èux.

Is the Gulf Stream responsible 
for Europe’s mild winters?
SEAGER, BATTISTI, YIN,  GORDON, NAIK, CLEMENT & CANE, 2002

Figure 14. Sea-level pressure (mb) and zonal eddy 
surface temperature in degC (colours) for January for 
(a) the case with mountains and q-flux, (b) the case 
with mountains and the q-flux set to zero, and (c) the 
case without mountains but with the q-flux.
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2580 R. SEAGER et al.
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Is the Gulf Stream responsible 
for Europe’s mild winters?
SEAGER, BATTISTI, YIN,  GORDON, NAIK, CLEMENT & CANE, 2002

Figure 14. Sea-level pressure (mb) and zonal eddy 
surface temperature in degC (colours) for January for 
(a) the case with mountains and q-flux, (b) the case 
with mountains and the q-flux set to zero, and (c) the 
case without mountains but with the q-flux.

➨ (some of) Europe’s warmth relative to same 
latitude in North America is attributed to the 
position of the atmospheric jet stream, which 
is, in turn, affected by the Rocky mountains.

https://www.constantinealexander.net/2013/02/ozone-
depletion-trumps-greenhouse-gas-increase-in-jet-stream-
shift.html

https://www.youtube.com/watch?v=huweohIh_Bw

https://www.constantinealexander.net/2013/02/ozone-depletion-trumps-greenhouse-gas-increase-in-jet-stream-shift.html
https://www.constantinealexander.net/2013/02/ozone-depletion-trumps-greenhouse-gas-increase-in-jet-stream-shift.html
https://www.constantinealexander.net/2013/02/ozone-depletion-trumps-greenhouse-gas-increase-in-jet-stream-shift.html
https://www.youtube.com/watch?v=huweohIh_Bw
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Observing the Atlantic Meridional Overturning Circulation
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the Florida Straits larger than 2 Sv. In the SOC and NCEP wind stress
climatologies21,22, the mean Ekman transport at 25.58N is 3.8 Sv
(SOC) or 3.6 Sv (NCEP) and the variability in annual averaged
Ekman transport is 0.6 Sv. There is no significant change in Ekman
transport at 258N over time in either the SOC or NCEP climatolo-
gies. There is a small net southward transport across 258N associated
with the 0.8 Sv Bering Straits throughflow from the Pacific which is
diminished by a net evaporation of order 0.1 Sv over the Atlantic
north of 258N (ref. 23) but this is smaller than the uncertainty in the
calculations.
Here, to be consistent with previous analyses of the 258N sections4,

we use a constant northward Ekman transport for each section of
5.4 Sv (ref. 24) and a constant Gulf Stream transport of 30.2 Sv for the
early sections finishing at 24.58N, and 32.2 Sv for the 1998 and 2004
sections ending at 26.58N. The difference of 2 Sv is due to the flow
through the northwest Providence channel25 that joins the Gulf
Stream flow north of 24.58N to make up the 32.2 Sv measured by
cable at 26.58N. In summary, the southward mid-ocean geostrophic
transport equals 35.6 Sv for the 1957, 1981 and 1992 sections and
37.6 Sv for the 1998 and 2004 sections. From the observed variability,
we estimate that the uncertainty in forcing the southwardmid-ocean
geostrophic transport to equal a constant value for each of the five
sections is only ^2 Sv.
The overall vertical structure of the mid-ocean geostrophic circu-

lation is similar for the five sections (Fig. 2a): there is surface-
intensified southward flow in the thermocline above a depth of
800m, small northward flow of intermediate waters between about
800 and 1,200m, southward flow below 1,200m down to about
5,000m and northward flow below 5,000m. The strength of the flows
has changed, however. In the main thermocline, the southward flow
is much stronger between 100 and 600m depth in 2004 (Fig. 2b) so
that the mid-ocean southward transport above 1,000m depth has
increased from 13 Sv in 1957 to nearly 23 Sv in 2004 (Table 1). In the
deep waters the southward transport between 1,000 and 3,000m that
is associated with upper North Atlantic Deep Water (NADW)
originating in the Labrador Sea has remained reasonably constant,
varying between 9 and 12 Sv; below 3,000m, however, the southward
transport of lower NADW originating in the Greenland–Iceland
Norwegian Sea has steadily decreased from 15 Sv in 1957 to 7 Sv in
2004 (Table 1). Not only has the lower-NADW transport decreased
but the bottom part of the flow is gone: in 1998 and 2004 the flow
passes through zero at about 4,800m depth, whereas in earlier
sections the southward flow extended down to 5,200m (Fig. 2c).

The changes in transport distribution along 258N are described in
Supplementary Figs S1 and S2. In temperature (water mass) classes,
the results are effectively the same. Thermocline waters defined to be
waters warmer than 9.5 8C exhibit an increase in southward transport
from 16 Sv in 1957 to 24 Sv in 2004 (Supplementary Table S1). Lower
NADWs defined to have temperatures between 1.8 and 2.5 8C exhibit
a consistent decrease in southward transport from 16 Sv in 1957 to
7 Sv in 1998 and 2004.
Estimates of geostrophic transport for transoceanic sections rely

heavily on the stations close to the eastern and western boundaries,
because these end stations effectively set the overall baroclinic shear
in the currents above 1,000m depth and the upper-level transport.
The variability near the western boundary is evident in Supplemen-
tary Fig. S3, so we can argue that the upper 1,000m transport
depends critically on the nature of the western end station: for
example, whether it is inside or outside an eddy. Careful considera-
tion of the errors in geostrophic transports derived from transoceanic
sections and simulated in ocean circulationmodels led Ganachaud to
the conclusion that there is an error of ^6 Sv in overall upper and
lower layer transports26. Although there is little error in overall
transport owing to the constraint of basin-scale mass conservation
(as discussed above), there is an uncertainty of ^6 Sv in upper layer
transport that is due to sampling in or out of eddies, and because
there must be compensation by deep flows, there is also an uncer-
tainty in deep transport of ^6 Sv.The increased southward thermo-
cline transport of 8 Sv and the 9 Sv decrease in lower-NADW
transport in the 2004 section are close to this expected uncertainty.
Two aspects of the 2004 circulation convince us that the changes

are not due to end-station variability. First, the increased southward
thermocline transport is a result of substantially warmer waters in the

Table 1 | Meridional transport in depth classes across 2588N

1957 1981 1992 1998 2004

Shallower than 1,000m depth
Gulf Stream and Ekman þ35.6 þ35.6 þ35.6 þ37.6 þ37.6
Mid-ocean geostrophic 212.7 216.9 216.2 221.5 222.8

Total shallower than 1,000m þ22.9 þ18.7 þ19.4 þ16.1 þ14.8
1,000–3,000m 210.5 29.0 210.2 212.2 210.4
3,000–5,000m 214.8 211.8 210.4 26.1 26.9
Deeper than 5,000m þ2.4 þ2.1 þ1.2 þ2.2 þ2.5

Values of meridional transport are given in Sverdrups. Positive transports are northward.

Figure 2 | Vertical distribution of mid-ocean meridional geostrophic flow
across 2588N section. Transport per unit depth (in m2 s21) represents the
zonally averaged northward geostrophic velocity times the zonal distance
across the section at each depth. a, Top-to-bottom profile showing the
general similarity in vertical structure of the flow for each section with
southward flow in the upper waters, a northward flow of intermediate

waters, a southward flow of deep waters at 1,200–5,000m depth, and a
northward flow in the bottomwaters. b, Expanded profile of the thermocline
flow showing the stronger southward flow in the 1998 and 2004 sections.
c, Expanded profile below 1,000m depth showing the two cores of
southward flowing upper NADW centred at about 2,000m depth and lower
NADW centred at 4,000m depth.
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Slowing of the Atlantic meridional overturning
circulation at 2588N
Harry L. Bryden1, Hannah R. Longworth1 & Stuart A. Cunningham1

The Atlantic meridional overturning circulation carries warm
upper waters into far-northern latitudes and returns cold deep
waters southward across the Equator1. Its heat transport makes a
substantial contribution to the moderate climate of maritime and
continental Europe, and any slowdown in the overturning circula-
tion would have profound implications for climate change. A
transatlantic section along latitude 258N has been used as a
baseline for estimating the overturning circulation and associated
heat transport2–4. Here we analyse a new 258N transatlantic
section and compare it with four previous sections taken over
the past five decades. The comparison suggests that the Atlantic
meridional overturning circulation has slowed by about 30 per
cent between 1957 and 2004. Whereas the northward transport in
the Gulf Stream across 258N has remained nearly constant, the
slowing is evident both in a 50 per cent larger southward-moving
mid-ocean recirculation of thermocline waters, and also in a 50
per cent decrease in the southward transport of lower North
Atlantic Deep Water between 3,000 and 5,000m in depth. In
2004, more of the northward Gulf Stream flow was recirculating
back southward in the thermocline within the subtropical gyre,
and less was returning southward at depth.
Some climate models suggest that the anthropogenic increase in

atmospheric carbon dioxide will result in a slowdown of the Atlantic
overturning circulation5. Coupled climate model runs that had the
Atlantic overturning circulation shut off exhibited a cooling over
northwest Europe with temperatures 4 8C lower than at present6.
Thus, any indication of a slowdown in the Atlantic overturning
circulation has profound implications for climate change. In March
2004 we deployed an array of moored instruments along 258N to
begin to monitor the overturning circulation7 and in April–May we
took a transatlantic hydrographic section along 258N to provide an
initial calibration for the time-series array measurements8.
The 258N transatlantic hydrographic sectionwas occupied in 1957

(ref. 9), in 1981 (ref. 3) and again in 1992 (ref. 10). Analysis of these
three occupations suggested that the overturning circulation and
heat transport at 258N had been reasonably constant with only
relatively small changes in thermocline, intermediate and deep water
transports3,4. In 1998, the 258N section was again occupied11, so the

section of 2004 marked the fifth complete transatlantic section
along 258N. Here we analyse the new 2004 section and the 1998
section using methods similar to those previously developed for the
1957, 1981 and 1992 sections2,4 and examine the structure of the
overturning circulation for all five sections.
Each section extends from the African continental shelf to the

Bahama Islands (Fig. 1). The 1957 and 1992 sections were effectively
along 24.58N over the entire width of the Atlantic. The 1981, 1998
and 2004 sections angled southwestward from the African continen-
tal shelf at about 288N to join the standard 24.58N section at about
23.58W. To take advantage of the continuous electromagnetic cable
monitoring of Gulf Stream transport through the Florida Straits12,
the 1998 and 2004 sections angled northwestward at about 738W to
complete the section along 26.58N.
The analysis calculates geostrophic velocities for each station pair

along the section. A reference level of 3,200 dbar is used for station
pairs east of the western boundary region where current meter
observations suggest 1,000 dbar to be more suitable4,13. The tran-
sition between the two reference levels is identified from the distri-
bution of dissolved oxygen concentration that marks the eastern edge
of the boundary region4 and ranges from 68.38W to 70.68W. The
concept behind the analysis is to estimate the annual average over-
turning, so the annual averaged wind-driven surface Ekman trans-
port and the annual averaged Gulf Stream transport through Florida
Straits must be balanced by the overall southward geostrophic
transport across the mid-ocean section. Thus a uniform reference
level velocity is added everywhere along the section to force the mid-
ocean geostrophic transport to balance the Gulf Stream plus Ekman
transport. This approach assumes that the large-scale baroclinic
interior flow does not vary on seasonal or shorter timescales;
theoretical arguments and modelling results support such an
assumption14,15.
Gulf Stream transport through the Florida Straits has been

reasonably constant at 32.2 Sv (1 Sv ¼ 106 m3 s21) since 1980
(refs 12, 16) with a standard deviation in annual mean transport of
1.1 Sv. Sporadic estimates of Gulf Stream transport back to the
1960s16–19 and cable estimates of transport since 2000 (ref. 20)
show no evidence of changes in annual averaged transport through

LETTERS

Figure 1 | Station positions for transatlantic hydrographic sections taken in
1957, 1981, 1992, 1998 and 2004. The 1957 and 1992 sections each went
zonally along 24.58N from the African coast to the Bahama Islands. Because
of diplomatic clearance issues, the 1981, 1998 and 2004 sections angled

southwestward from the African coast at about 288N to join the 24.58N
section at about 238W. The 1998 and 2004 sections angled northwestward at
about 738W to finish the section along 26.58N.

1National Oceanography Centre, Empress Dock, Southampton SO14 3ZH, UK.
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Figure 1 | Station positions for transatlantic hydrographic sections taken in 1957, 1981, 1992, 
1998 and 2004. The 1957 and 1992 sections each went zonally along 24.58 N from the African 
coast to the Bahama Islands. Because of diplomatic clearance issues, the 1981, 1998 and 
2004 sections angled southwestward from the African coast at about 288 N to join the 24.58 N 
section at about 238 W. The 1998 and 2004 sections angled northwestward at about 738 W to 
finish the section along 26.58 N. 

Is the Atlantic Meridional Overturning Circulation collapsing 
already due to global warming??

(Bryden et al 2005)
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Figure 5. The North Atlantic overturning 
circulation with the location of the RAPID 
array moorings along 26°N. Modified 
from Church, 2007.

https://www.rapid.ac.uk/background.php

A view of the back deck of the 
RRS James Cook during the 
RAPID cruise in April 2014.

RAPID: monitoring the Atlantic Meridional Overturning 
Circulation at 26.5°N

javascript:switchMenu('a14')
https://www.rapid.ac.uk/background.php
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RAPID: monitoring the Atlantic Meridional Overturning 
Circulation at 26.5°N

https://www.rapid.ac.uk/data.php 

https://www.rapid.ac.uk/data.php
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Ocean diapycnal mixing: Brazil basin tracer release 
experiment
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The Atlantic Meridional Overturning Circulation Under a 
future climate change
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Manabe and Stouffer 1993

Collapse of the Atlantic Meridional Overturning Circulation 
(AMOC) in a global warming scenario
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VELLINGA and WOOD 2002 256 MICHAEL VELLINGA AND RICHARD A. WOOD

Figure 3. Change in surface air temperature during years 20–30 after the collapse of the THC. Areas
where the anomaly is not significant have been masked.

Figure 4. Significant changes during years 20–30 of the experiment of annual mean (a) precipita-
tion (b) evaporation into the atmospheric boundary layer (c) precipitation surplus (d) net primary
productivity. In (a)–(c) units are m year−1, and blue (red) colours indicate anomalously wet (dry)
conditions. Units in (d) are kg carbon m−2 year−1.

and Sea of Okhotsk. Over the Labrador Sea DJF cooling of up to 16 ◦C occurs
(not shown), compared to 8 ◦C for the annual mean. As mentioned before, these
areas are covered by an anomalously large amount of sea ice. The sea ice cover is
particularly extensive in DJF, a time of year when sea ice cover has a large control
on surface air temperature. The anomalous sea ice cover melts during JJA, which
allows for heat exchange between ocean and atmosphere, and abates the cooling.

Figure 3. Change in surface air 
temperature during years 20–30 after 
the collapse of the THC. Areas where 
the anomaly is not significant have 
been masked. 

Manabe and Stouffer 1993

Collapse of the Atlantic Meridional Overturning Circulation 
(AMOC) in a global warming scenario



Eli Tziperman, EPS 131/231, Physical oceanography/Climate dynamics

TS

 Technical Summary

71

concentrations. The existing modelling studies of permafrost carbon balance under future warming that take into 
account at least some of the essential permafrost-related processes do not yield consistent results, beyond the fact 
that present-day permafrost will become a net emitter of carbon during the 21st century under plausible future 
warming scenarios (low confidence). This also reflects an insufficient understanding of the relevant soil processes 
during and after permafrost thaw, including processes leading to stabilization of unfrozen soil carbon, and pre-
cludes any quantitative assessment of the amplitude of irreversible changes in the climate system potentially relat-
ed to permafrost degassing and associated feedbacks. {6.4.7, 12.5.5}

Anthropogenic warming will very likely lead to enhanced CH4 emissions from both terrestrial and oceanic clathrates. 
Deposits of CH4 clathrates below the sea floor are susceptible to destabilization via ocean warming. However, sea 
level rise due to changes in ocean mass enhances clathrate stability in the ocean. While difficult to formally assess, 
initial estimates of the 21st century feedback from CH4 clathrate destabilization are small but not insignificant. It is 
very unlikely that CH4 from clathrates will undergo catastrophic release during the 21st century (high confidence). 
On multi-millennial time scales, such CH4 emissions may provide a positive feedback to anthropogenic warming and 
may be irreversible, due to the diffference between release and accumulation time scales. {6.4.7, 12.5.5}

The existence of critical climate change driven dieback thresholds in the Amazonian and other tropical rainforests 
purely driven by climate change remains highly uncertain. The possibility of a critical threshold being crossed in 
precipitation volume and duration of dry seasons cannot be ruled out. The response of boreal forest to projected 
climate change is also highly uncertain, and the existence of critical thresholds cannot at present be ruled out. There 
is low confidence in projections of the collapse of large areas of tropical and/or boreal forests. {12.5.5}

Potential Irreversibility of Changes in the Cryosphere
The reversibility of sea ice loss has been directly assessed in sensitivity studies to CO2 increase and decrease with 
Atmosphere–Ocean General Circulation Models (AOGCMs) or Earth System Models (ESMs). None of them show evi-
dence of an irreversible change in Arctic sea ice at any point. By contrast, as a result of the strong coupling between 
surface and deep waters in the Southern Ocean, the Antarctic sea ice in some models integrated with ramp-up and 
ramp-down atmospheric CO2 concentration exhibits some hysteresis behaviour. {12.5.5}

At present, both the Greenland and Antarctic ice sheets have a positive surface mass balance (snowfall exceeds 
melting), although both are losing mass because ice outflow into the sea exceeds the net surface mass balance. A 
positive feedback operates to reduce ice sheet volume and extent when a decrease of the surface elevation of the 
ice sheet induces a decreased surface mass balance. This arises generally through increased surface melting, and 
therefore applies in the 21st century to Greenland, but not to Antarctica, where surface melting is currently very 
small. Surface melting in Antarctica is projected to become important after several centuries under high well-mixed 
greenhouse gas radiative forcing scenarios. {4.4, 13.4.4; Boxes 5.2, 13.2}

Abrupt change in ice sheet outflow to the sea may be caused by unstable retreat of the grounding line in regions 
where the bedrock is below sea level and slopes downwards towards the interior of the ice sheet. This mainly 
 (continued on next page)

TFE.5, Figure 1 |  Atlantic Meridional Overturning Circulation (AMOC) strength at 30°N (Sv) as a function of year, from 1850 to 2300 as simulated by different Atmo-
sphere–Ocean General Circulation Models in response to scenario RCP2.6 (left) and RCP8.5 (right). The vertical black bar shows the range of AMOC strength measured 
at 26°N, from 2004 to 2011 {Figures 3.11, 12.35}

TFE.5 (continued)

TFE.5, Figure 1 | Atlantic Meridional Overturning Circulation (AMOC) strength 
at 30°N (Sv) as a function of year, from 1850 to 2300 as simulated by different 
Atmosphere–Ocean General Circulation Models in response to scenario 
RCP2.6 (left) and RCP8.5 (right). The vertical black bar shows the range of 
AMOC strength measured at 26°N, from 2004 to 2011 {Figures 3.11, 12.35} 

Collapse of the Atlantic Meridional Overturning Circulation 
(AMOC) in a global warming scenario

IPCC AR5, 2013
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• “There is no observational evidence of a trend in the Atlantic Meridional 
Overturning Circulation (AMOC), based on the decade-long record of 
the complete AMOC and longer records of individual AMOC 
components. {3.6}”

The Atlantic Meridional Overturning Circulation (AMOC) in 
the IPCC report
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• “There is no observational evidence of a trend in the Atlantic Meridional 
Overturning Circulation (AMOC), based on the decade-long record of 
the complete AMOC and longer records of individual AMOC 
components. {3.6}”

• “It is very likely that the Atlantic Meridional Overturning Circulation 
(AMOC) will weaken over the 21st century. Best estimates and ranges 
for the reduction are 11% (1 to 24%) in RCP2.6 and 34% (12 to 54%) in 
RCP8.5. It is likely that there will be some decline in the AMOC by 
about 2050, but there may be some decades when the AMOC 
increases due to large natural internal variability. {11.3, 12.4}”

The Atlantic Meridional Overturning Circulation (AMOC) in 
the IPCC report



Eli Tziperman, EPS 131/231, Physical oceanography/Climate dynamics

notes section 6.2: 
The Stommel model, understanding AMOC tipping points 

(use next slides)
6.2 The Stommel model 81

T1, S1, ρ1

High latitudes

Cold

T2, S2, ρ2

Low latitudes

Warm

q

q

Fs Fs

Figure 6.4: Stommel box model schematic.

evaporation. The salt conservation statement is, therefore,

d
dt
(SV ) = 0,

which we can expand, using the mass conservation, into

V
dS
dt

=�S
dV
dt

= SEA ⇡ S0EA.

Salinity in the ocean varies mostly between 34 and 36 parts per thousand (1
ppt roughly representing kg salt per meter cube of sea water), and S0 = 35
ppt denotes an averaged reference salinity. We term S0E the “virtual salt
flux” per unit area. If evaporation is small (a typical order of magnitude
in the ocean is 1 m/yr, compare with an average ocean depth of 4000 m),
the changes to the salinity will be small (it varies in the ocean from 34
to 36 ppt) and the above approximation of using S0 instead of S is a very
good one and accurately describes salinity changes due to evaporation and
precipitation. This also means that we do not need to be concerned with
actual mass exchanges involved in the evaporation-precipitation process,
and can replace them by the total virtual salt flux which is denoted Fs in
Fig. 6.4 and in the derivation below, also referred to as the “fresh water
forcing”.

Salt budget equations for the Stommel model.
We assume that ocean temperature is set by interaction with the atmosphere,
which is cold in polar areas and warmer in subtropical areas. We therefore
let the ocean temperatures T1 and T2 be fixed to a first approximation,
so that circulation changes are coupled only to ocean salinity changes.
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parameter choices that each group had adopted for their
standard present climate simulation. Additional freshwater
was then added uniformly to the latitude band 20–50!N
across the Atlantic. This changes the large-scale freshwater
balance of the North Atlantic, without forcing the high-
latitude convection regions directly. To keep the experiment
simple, the freshwater input was not compensated for
elsewhere in the ocean. Previous experiments found that
compensating for this freshwater input in the Pacific makes
little difference [Rahmstorf and Ganopolski, 1999]. The rate
of change of the freshwater input was 0.05 Sv per 1,000
model years. A typical experiment (i.e., up to freshwater
perturbations of plus 0.25 Sv and minus 0.25 Sv) takes
20,000 model years to complete. In some of the more costly
models faster rates of change were employed; this will result
in the model deviating more from the true equilibrium

curve, particularly near bifurcation points [Rahmstorf,
1995].

3. Participating Models

[8] The computational cost of calculating a quasi-equi-
librium thermohaline hysteresis curve puts this experiment
squarely in the domain of intermediate complexity models
(EMICS) [Claussen et al., 2002]. The participating EMICS
fall into three groups: (1) EMICS in which the ocean and
atmosphere are both of intermediate complexity; (2) ocean
GCMs coupled with simple atmosphere models; and (3) a
‘‘stripped-down’’ coarse-resolution coupled GCM. The
models used here are of very different types; they differ
far more from each other than a sampling of different GCMs
would. One aspect of the model variety is dimensionality:
some models are (partly) zonally averaged, others are not;
some models do have a vertical dimension to the atmo-
sphere, while others employ a one-layer surface energy
balance. Also, other components (e.g., sea ice) differ
between the models. The large variety in model construction
adds credence to those results that are robust across all
models. An overview over the participating models is given
in Table 1.

4. Hysteresis Curves

[9] Results of the hysteresis computation are shown in
Figure 2. Shown here is the maximum of the meridional
volume transport stream function in the North Atlantic
(excluding the near-surface wind-driven Ekman transport)
as an integral measure of the rate of North Atlantic Deep
Water (NADW) circulation.
[10] It is remarkable that all models, despite their large

differences in construction, show a clear hysteresis re-
sponse. The shape of the hysteresis curves in most models,
rounded to the right, is consistent with an underlying
parabolic equilibrium curve that results from Stommel’s
model. This suggests that the salt advection feedback, which
causes this type of solution in Stommel’s conceptual model,
is a dominant feature in all these models. (The ‘‘spike’’ in
some of the curves near zero freshwater input is a transient
feature not relevant to the equilibrium response.)
[11] Several models show some deviations from this

basic shape, particularly vertical ‘‘steps’’ in the curve. It
was previously shown that these can arise due to a shift in
convection location in a model [Rahmstorf, 1995]. In some

Table 1. Models Participating in This Studya

Model Name Ocean Component Atmosphere Component Reference for Model Details

Bern 2.5D zonally averaged, 3 basins zonally averaged energy moisture [Stocker et al., 1992]
Bremen large-scale geostrophic energy balance [Prange et al., 2003]
Climber-2 zonally averaged, 3 basins statistical-dynamical [Petoukhov et al., 2000]
ECBilt-CLIO 3D primitive equations quasi-geostrophic [Goosse et al., 2001]
C-GOLDSTEIN 3D simplified energy-moisture balance [Edwards and Marsh, 2005]
MIT_UWash 3D prim. equations, square basins zonally averaged [Kamenkovich et al., 2002]
MoBiDic zonally averaged, 3 basins zonally averaged [Crucifix et al., 2002]
MOM-hor 3D primitive equations (MOM) simple energy balance [Rahmstorf and Willebrand, 1995]
MOM-iso as above, with isopycnal mixing simple energy balance
MPM zonally averaged, 3 basins energy-moisture balance [Wang and Mysak, 2000]
UVic 3D primitive equations (MOM) energy-moisture balance [Weaver et al., 2001]

aAll of the ocean models use z-coordinates.

Figure 1. Schematic of hysteresis, with solid black lines
indicating stable equilibrium climate states and dotted black
lines unstable states. Different types of transition are
indicated by colored arrows: (a) an advective spindown
related to Stommel’s salt transport feedback, (b) a convective
shutdown related to Welander’s ‘‘flip-flop’’ feedback, (c) a
transition between different convection patterns, and (d) the
restart of convection. A full hysteresis loop cycles between
the ‘‘on’’ and ‘‘off’’ states of the Atlantic thermohaline
circulation via transitions (a) and (d). Small arrows show
the movement in phase space of non-equilibrium states.
‘‘S’’ marks the Stommel bifurcation beyond which no
NADW formation can be sustained. Figure adapted from
Rahmstorf [2000].
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cases the circulation is switched off altogether in such a
sudden step; this is likely the result of a complete shutdown
of convection and is known as ‘‘convective instability’’, as
opposed to the more gradual ‘‘advective shutdown’’ asso-
ciated with Stommel’s salt advection feedback [Rahmstorf
et al., 1996]. Thus, the qualitative features of the hysteresis
curves can be understood in terms of the two basic positive
feedbacks described in the introduction.
[12] The width of the hysteresis curves, i.e. the difference

in freshwater forcing between the two bifurcation points
where the circulation turns on and off, can be computed for
Stommel’s conceptual model as

Fcrit ¼
a

4bcprS0
Q

where Q is the heat transport, a is the thermal expansion
coefficient, b is the haline expansion coefficient, cp is the
heat capacity and r the density of sea water, and S0 is a
reference salinity (taken as 35 psu).
[13] For a meridional heat transport of 1 PW, a typical

value for the Atlantic thermohaline circulation [Roemmich
and Wunsch, 1985], the resulting hysteresis width is 0.24 Sv.
Indeed, most of the hysteresis curves in our intercomparison
are clustered around this value (range 0.15–0.5 Sv). We
further note that the improved version of the MPM produces
a hysteresis width of 0.32 Sv [Wang, 2005].
[14] The height of the hysteresis curves, i.e. the value of

the volume transport at the point designated as zero fresh-
water input (see discussion below), is a tunable value in
Stommel’s box model: there is a linear relation between
density difference and flow rate in this model, the propor-
tionality constant being a free model parameter. A similar
(though of course more complex) parameterized relation
between the density field and the flow field is assumed in
zonally averaged ocean models, which applies to many of

the models in this intercomparison (see Table 1). In these
models, the volume transport and thus the height of the
hysteresis curves can be scaled up by changing a parameter.
When volume transport increases this will also increase heat
transport (if temperatures remain unchanged to first order),
so that the hysteresis curve could be scaled up in both
dimensions in this manner.
[15] In contrast, in three-dimensional ocean models the

link between density and flow field arises from the basic
hydrodynamic equations, so that the magnitude of the
hysteresis loop is not directly tunable. However, it can be
indirectly affected to some extent by choices in oceanic
diffusion [Prange et al., 2003; Schmittner and Weaver,
2001].

5. Position of Present-Day Climate

[16] An important aspect is the position of the present-
day climate on the hysteresis curves, which is marked by a
circle in Figure 2. This determines whether present-day
climate is mono-stable or bi-stable in a model (i.e., whether
the thermohaline circulation will recover after it was
switched off by a long but temporary perturbation), and
how close the present-day climate is to the Stommel
bifurcation point (see Figure 1).
[17] All model simulations were started from a present-

day climate state, i.e., zero freshwater anomaly equals
present-day climate. In Figure 2 the hysteresis curves are
not plotted directly as function of the added freshwater
anomaly, but shifted in order to align them on their left
sides. This point is designated zero freshwater flux, since
this is what it is in Stommel’s conceptual model: bi-stable
solutions in this model can only arise for positive fresh-
water input. This point is the only physically meaningful
point for aligning the models, since otherwise there is no
unique definition for an absolute value of the freshwater
flux. In a geographically explicit model there is no unique
value of the freshwater flux since it is a spatially varying
quantity, and it is ill defined what catchment area should
be considered when calculating an integral (see [Rahm-
storf, 1996]). To the right of the origin the present-day
climate is in a bi-stable regime, to the left it is in a mono-
stable regime.
[18] It is clear that the models differ greatly in where the

position of the present-day climate is located on the hyster-
esis curve. This is an important difference as it determines
the model sensitivity to perturbations, with models further
on the left being less sensitive. Such a difference can be
brought about by differences in the surface fluxes to the
ocean, which are treated very differently by different
models; they result from a mix of observed fluxes, com-
puted fluxes (with greatly differing sophistication of the
physics) and flux adjustments.
[19] The reason for these model differences requires

further study. So does the question of where the real
Atlantic Ocean is likely to reside, although some evidence
suggests it may be in the bi-stable regime [Rahmstorf,
1996; Weijer et al., 1999]. We found (not shown) that
there is a tendency for models with greater evaporation to
be further on the left in the hysteresis diagram (i.e., with a
more stable thermohaline circulation) but the connection is
not clear-cut. The freshwater budget of the Atlantic

Figure 2. Hysteresis curves found in the model inter-
comparison. The bottom panel shows coupled models with
3-D global ocean models, the top panel those with
simplified ocean models (zonally averaged or, in case of
the MIT_UWash model, rectangular basins). Curves were
slightly smoothed to remove the effect of short-term
variability. Circles show the present-day climate state of
each model.
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Figure 2. Hysteresis curves found in the model inter- comparison. The bottom panel shows 
coupled models with 3-D global ocean models, the top panel those with simplified ocean 
models (zonally averaged or, in case of the MIT_UWash model, rectangular basins). Curves 
were slightly smoothed to remove the effect of short-term variability. Circles show the 
present-day climate state of each model. 

Rahmstorf et al 2005
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Multiple equilibria and hysteresis of the Atlantic Meridional 
Overturning Circulation (AMOC)84 Chapter 6. Ocean circulation

Figure 6.5: Solution of the 2-box model: (a, b) Steady states of salinity dif-
ference and MOC as function of fresh water forcing. (c) Stability analysis.
(d) Fresh water forcing for hysteresis run. (e, f) Hysteresis results.

steady state denoted by the empty blue circle, dDS/dt = 0 and the steady
state is maintained. However, suppose that the solution deviates a bit to
the right (salinity difference between the two boxes increases due to some
random weather event affecting precipitation and evaporation). At that
point dDS/dt > 0 and the salinity difference keeps increasing and getting
away from the unstable steady state. A similar growing deviation occurs if
the solution deviates to the left of the unstable steady state. If we start near
one of the stable solutions (filled red and green circles in Fig. 6.5c), a small
increase in DS leads to dDS/dt < 0, while a small decrease in DS leads to
dDS/dt > 0. Thus, in both cases the deviation decreases back toward these
two steady states, and they are therefore referred to as stable steady states.

The existence of multiple solutions for a given fresh water forcing value
Fs leads to both the possibility of abrupt changes as the forcing Fs changes
gradually, as well as to possibly irreversible changes to the circulation as
climate changes. To see this, suppose the circulation is at a steady state
corresponding to a point on the upper (green) solution for q in Fig. 6.5b,
and that we gradually increase the fresh water forcing. The circulation then
weakens until the fresh water forcing amplitude is at the critical value Fc
at which the system switches from three solutions to only one. That one
solution is the very weak (reversed) circulation on the red curve in Fig. 6.5b,
so the circulation must abruptly switch to that solution. This predicts that in
a global warming scenario, a gradual increase of CO2, leading to a gradual
increase in precipitation/melting (blue curve in Fig. 6.5d) can lead to an

Figure 6.5: Solution of the 2-box model: (a, b) Steady states of salinity difference and MOC as 
function of fresh water forcing. (c) Stability analysis. (d) Fresh water forcing for hysteresis run. 
(e, f) Hysteresis results. 
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Analyzing stability of a nonlinear dynamical system: Stommel-Taylor box model example

Multiple equilibria and hysteresis of the Atlantic Meridional 
Overturning Circulation (AMOC)
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Consequences of collapse of Atlantic Meridional 
Overturning Circulation (AMOC)

6.3 Consequences of MOC collapse 85

abrupt shutdown of AMOC (as seen in Fig. 6.5e,f at a time just before year
5000). If the fresh water forcing is now made gradually weaker in time (red
curve in Fig. 6.5d, CO2 values are finally gradually going down. . . ), the
circulation strengthens again. Even as the fresh water forcing passes the
critical value Fc the circulation does not recover if we decrease Fs by a small
amount. Recovery happens only when Fs = 0 (red curve in Fig. 6.5f). The
different evolution of the solution for increasing and decreasing forcing,
expressed as the loop in Fig. 6.5f is termed “hysteresis”. The existence of
multiple stable and unstable solutions and the resulting hysteresis are all a
result of the nonlinear nature of equation (6.1) for the salinity difference
between the two boxes.

Remarkably, full-complexity ocean climate models show the same
abrupt changes to AMOC and a corresponding hysteresis when an appro-
priate scenario of increasing and then decreasing fresh water forcing is
applied. Furthermore, it was suggested that the present-day circulation may
be close to the threshold that leads to such an abrupt irreversible collapse.

6.3 Consequences of MOC collapse

Figure 6.6: SST at 2100 minus that at 2006 in an RCP8.5 scenario.

The sea surface temperature at year 2100 minus that at 2006, under
the RCP8.5 scenario, is shown in Fig. 6.6. While there is a strong overall
warming, there is also a large-scale patch in the North Atlantic south of
Greenland where the SST has cooled. This is due to the ceased northward

Figure 6.6: SST at 2100 minus that at 2006 in an RCP8.5 scenario. 
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THC scaling from Vallis showing that the THC/MOC 
amplitude depends on the vertical mixing
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Ocean diapycnal mixing & rough topography: Brazil basin 
tracer release experiment

tracer concentration & sigma_4 from valley where 
tracer was released obtained in 1997, 14 months 
after release. dots show sample locations, blue bar 
labelled 'INJ' shows the location and size of the 
initial patch. The valley is enclosed by ridges to the 
north and south whose depths are roughly where 
the white density contours bend sharply down.

Figure 2. SeaBeam box survey. The shift in 
the bathymetry on the southern edge of the 
valley is real, and not an artifact. The tracer 
was released over this valley at 21.7 S, 
18.4 W. The current meter mooring was in 
the valley to the east of this point at 21.6 S, 
17.8 W.
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Munk and Wunsch 1998

Ocean diapycnal mixing and tides
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AMOC variability

A winter scene in Europe's Little Ice Age, 14th Century  
Pieter Breugel the Elder. 
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AMOC: self-sustained variability

1. Flip-flop oscillations 
(Welander1982; Dijkstra, 
2000, section 6.2.3); 
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AMOC: stochastic variability

Delworth, Manabe and Stouffer 19933Proposed mechanism: feedback between SST and wind…
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AMOC: stochastic variability

Delworth, Manabe and Stouffer 19933Proposed mechanism: feedback between SST and wind…
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AMOC: stochastic variability, stability regimes of box model

exponentially stable 

oscillatory stable 

oscillatory unstable 

exponentially unstable

Tziperman et al 1994
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AMOC: stochastic excitation of damped oscillatory mode

Griffies & Tziperman 1995

Purely stochastic forcing of a damped oscillatory mode fits GCM results
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AMOC: stochastic excitation of damped oscillatory mode

Griffies & Tziperman 1995

Purely stochastic forcing of a damped oscillatory mode fits GCM results
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notes: Hasselmann and then a second order oscillator 
driven by noise, see course notes
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AMOC: stochastic forcing of jumps between steady states

Weaver and Hughes 1994, Cessi 1994

Strong stochastic forcing of Stommel model and of GCM

© 1994 Nature  Publishing Group

© 1994 Nature  Publishing Group

weak forcing

strong forcing

medium forcing

GCM
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AMOC: stochastic forcing of jumps between steady states
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White et al, 2019, doi:10.3389/fphys.2018.01865 

fphys-09-01865 January 24, 2019 Time: 19:21 # 3

White et al. Stochastic Resonance and Falls

FIGURE 1 | Mechanism of stochastic resonance. (A) Sketch of a double well potential V(x). In this example, the values a and b are set to 2 and 0.5, respectively. The

minima are located at x = ±
q

a
b and are separated by a barrier potential 1V = a2

4b . (B) In the presence of periodic driving, the height of the potential barrier oscillates

through an antiphase lowering and raising of the wells. The cyclic variations are depicted in the cartoon. A suitable dose of noise (represented by the central white

noise plot) will allow the marble to hop to the globally stable state. (C) Typical curve of output performance versus input noise magnitude, for systems capable of

stochastic resonance. For small and large noise, the performance metric is very small, while some intermediate non-zero noise level provides optimal performance.

Panels A,B adapted from Gammaitoni et al. (1998).

as if this technique actively adapted the sensitivity of the sub-
optimal sensor. In that way, the system can maintain the same
responsiveness to hazardous situations. Therefore, shortening
reaction latencies through decreased information processing time
puts a system in better conditions to circumvent unwanted
e�ects, such as falls (Toledo et al., 2017).

Stochastic resonance can be applied to a range of physiological
systems. This technique has been shown to improve detection
of low tactile stimuli in the hand mechanoreceptors (Collins
et al., 2003; Moss, 2004; Stein et al., 2005; Trenado et al.,
2014c) and various motor functions (Richardson et al., 1998;
Kitajo et al., 2003; Aihara et al., 2008; Mulavara et al.,
2011; Trenado et al., 2014a). Furthermore, noisy (stochastic)
stimulation of the vestibular system has the potential to improve
motor functions (Pan et al., 2008; Samoudi et al., 2014; Lee
et al., 2015), postural stability (Pavlik et al., 1999; Pal et al.,
2009; Mulavara et al., 2011; Samoudi et al., 2014; Inukai
et al., 2018), may prevent orthostatic intolerance (symptoms
when standing upright) and cardiovascular responses (Soma
et al., 2003; Yamamoto et al., 2005; Tanaka et al., 2012), and
possibly also auments cognitive functions (Yamamoto et al.,
2005; Pan et al., 2008; Wilkinson et al., 2008; Kim et al.,
2013). Since stochastic resonance emerges in any threshold-
activated system, its e�ects may be relatively independent
of any underlying pathology a�ecting perceptual uncertainty
in sensory systems. All the above mentioned physiological

systems are relevant for maintaining a stable body balance.
While the e�ect of stochastic resonance may be small in
absolute terms, utilizing it in situations where margins are
important can lead to large benefits. The principle of system
enhancement by stochastic resonance is well documented, and
several small studies indicated improvements in more than
one domain of balance control during exposure to sensory
noise via di�erent sensory modalities (multisensory stochastic
resonance). However, this promising technique has thus far
only been tested in a limited number of patients and healthy
controls and for durations not exceeding 24 h. In the following
sections, we review in detail these e�ects and identify emerging
applications.

The Vestibular System
The technique of applying stochastic vestibular stimulation
instead of using a more traditional square-wave or sum of
sinewave signals is relatively new. Several studies have focused on
performance improvement with stochastic resonance applied on
the vestibular system such as body responses in posture, balance,
and gait (Fitzpatrick et al., 1996; Pavlik et al., 1999; Scinicariello
et al., 2002). In addition, stochastic vestibular stimulation at
imperceptible levels improves stability during balance tasks in
normal, healthy subjects (Mulavara et al., 2011, 2012). Similarly,
these stimulations also improve ocular stabilization reflexes in
response to whole-body tilt and postural balance performance on

Frontiers in Physiology | www.frontiersin.org 3 January 2019 | Volume 9 | Article 1865
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Stommel model under periodic+stochastic FW forcing

strong forcing, 
frequent 
transitions

weak forcing, 
rare transitions

‘optimal’ forcing, 
periodic 
transitions
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notes: stochastic AMOC variability:  
1. Hasselmann 
2. stochastically forced damped oscillator 
3. reminder: transient non-normal growth  
4. stochastic optimals 

what is this stochastic forcing? e.g. NAO, next 2 slides
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https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-based

NAO index time series:  
Sea Level Pressure (SLP) at Lisbon, Portugal, minus Reykjavik, Iceland, Dec–Mar mean 
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Delworth & Zeng 2016

FIG. 1. Spatial pattern of heat flux anomalies 
(W/m2) used as model forcing. Negative = 
ocean cooling. From ERA-Interim, avg over 
Dec–Mar, corresponding to a 1-std of NAO.

NAO using a station-based index (downloaded from
the NCAR–UCAR climate data guide at https://
climatedataguide.ucar.edu/climate-data/hurrell-north-
atlantic-oscillation-nao-index-station-based; the NAO
index is defined as the difference between a normalized
time series of SLP from Lisbon, Portugal, and a nor-
malized time series of SLP from Reykjavik, Iceland,
using seasonal means over December–March). We then
create 4-month averages from the ERA-Interim data
over the December–March period. We compute the
linear regression coefficients at each grid point between
the time series of the reanalysis fluxes (heat, water, and
momentum) and the NAO. In Fig. 1 we show the re-
gression map for surface heat flux anomalies, indicating

the pattern of surface heat flux change accompanying an
increase of one standard deviation in the NAO. For use
as described below, we scale the ECWMF-derived re-
gression coefficients for the flux fields by one standard
deviation of the NAO index time series. We use the flux
forcing only over the Atlantic from the equator to 828N,
including the Barents Sea and Nordic seas. We adjust
the fluxes so that their areal integral is zero. In this
manner, the imposed heat fluxes do not provide a net
heating or cooling to the system.
The coupled models normally compute air–sea fluxes

of heat, water, and momentum that depend on the gra-
dients in these quantities across the air–sea interface. In
our perturbation experiments this process continues, but

FIG. 1. Spatial pattern of the heat flux anomalies (Wm22) used as anomalous flux forcings in
the model experiments. Negative values mean a flux of heat from the ocean to the atmosphere.
(a) Fluxes derived from ERA-Interim—the mean fluxes over December–March that corre-
spond to a one-standard-deviation anomaly of the NAO. (b) Fluxes from a long control sim-
ulation of CM2.1, corresponding to a one-standard-deviation anomaly of the NAO.
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1. NAO index time series: SLP from Lisbon, Portugal, minus Reykjavik, Iceland, Dec–Mar mean  
2. calculate composite air-sea fluxes for +/- NAO phases 
3. create anomalous fluxes w/NAO spatial pattern & sine amplitude, periods 2, 5, 10, 20, 50, 100 yrs. 

Wecan characterize the response at each time scale by
the standard deviation of the ensemble-mean AMOC
time series. Figure 6a shows the standard deviation of
the AMOC as a function of the time scale of the forcing.
It is clear that the response is small at short time scales of
forcing and increases until reaching a time scale close to
the characteristic internal time scale of the model
AMOC variability (;20 yr). The amplitude of the
AMOC response does not substantially vary as we fur-
ther increase the time scale of the forcing. The largest
response at a time scale of 20 yr may be indicative of a
resonant response of the system when forced at the
preferred time scale of variability. We show in Fig. 6b
the same quantity for ocean heat transport at 238N
summed over all longitudes and note very similar be-
havior (the response in the Pacific Ocean is small, so we
obtain essentially the same result if we compute ocean
heat transport only in the Atlantic Ocean).
We expect that variations in the AMOC and oceanic

heat transport may influence extratropical Northern
Hemisphere surface air temperature (NHSAT) and
Northern Hemisphere sea ice mean thickness (NHSI).
NHSAT is computed by averaging annual-mean surface

air temperature for all model points poleward of 238N,
and NHSI is calculated by averaging annual-mean sea
ice thickness poleward of 558N. We show in Figs. 6c and
6d the amplitudes of variations of NHSAT and NHSI,
respectively. We note that, as was the case with the
AMOC and heat transport, variations are small at short
time scales and increase up to 20 yr. However, in con-
trast to theAMOC, the amplitude of NHSAT andNHSI
variations continues to increase with the time scale of
the forcing, such that the amplitude of the response for
NHSI at a 100-yr forcing time scale is 2–3 times the
amplitude of the response for forcing at 20 years. Why is
there a continued increase in the amplitude of the
NHSAT and NHSI variations when the amplitudes of
the AMOC and oceanic heat transport variations are
approximately constant for time scales longer than 20
years? There are multiple contributing factors. First, the
time integral of the ocean heat transport anomalies is
important for the climate response; this time integral is
approximately 3 times larger for the 100-yr forcing than
for the 20-yr forcing, leading to a larger response. In
addition, in response to a warming of the climate system
there is reduced snow cover and sea ice, thereby leading

FIG. 5. Time series ofAMOC index (defined as themaximum streamfunction value each year
over the domain 208–658N) for various experiments using CM2.1. The red curve in each panel
shows values from the reference control simulation, calculated as the ensemble mean over
10 segments of the control simulation that correspond to the 10 ensemble members of the
perturbation experiments. (a) Black (blue) curve shows 10-member ensemble-mean AMOC
from simulations with NAO forcing at a time scale of 2 (5) yr. (b) Black (blue) curve shows
10-member ensemble-mean AMOC from simulations with NAO forcing at a time scale of 10
(20) yr. (c) Black (blue) curve shows 10-member ensemble-meanAMOC from simulations with
NAO forcing at a time scale of 50 (100) yr.
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FIG. 5. AMOC response to periodic forcing. 
10-member ensemble averages.

➨ Longer NAO time scale leads to a larger amplitude AMOC response, up to a limit. 
Stochastic response not explored yet
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The End


