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Another possibility is that the brain’s enor-
mous intrinsic functional activity facilitates
responses to stimuli. Neurons continuously
receive both excitatory and inhibitory inputs.
The “balance” of these stimuli determines the
responsiveness (or gain) of neurons to corre-
lated inputs and, in so doing, potentially
sculpts communication pathways in the brain
(4). Balance also manifests at a large systems
level. For example, neurologists know that
strokes that damage cortical centers that con-
trol eye movements lead to deviation of the
eyes toward the side of the lesion, implying
the preexisting presence of “balance.” It may
be that in the normal brain, a balance of
opposing forces enhances the precision of a
wide range of processes. Thus, “balance”
might be viewed as a necessary enabling, but
costly, element of brain function.

A more expanded view is that intrinsic
activity instantiates the maintenance of infor-
mation for interpreting, responding to, and
even predicting environmental demands. In
this regard, a useful conceptual framework
from theoretical neuroscience posits that the
brain operates as a Bayesian inference engine,
designed to generate predictions about the
future (5). Beginning with a set of “advance”
predictions at birth (genes), the brain is
then sculpted by worldly experience to repre-
sent intrinsically a “best guess” (“priors” in
Bayesian parlance) about the environment
and, in the case of humans at least, to make
predictions about the future (6). It has long
been thought that the ability to reflect on the
past or contemplate the future has facilitated
the development of unique human attributes
such as imagination and creativity (7, &).

fMRI provides one important experimen-
tal approach to understanding the nature of
the brain’s intrinsic functional activity with-
out direct recourse to controlled stimuli and
observable behaviors. A prominent fea-
ture of fMRI is that the unaveraged signal
is quite noisy, prompting researchers to
average their data to reduce this “noise”
and increase the signals they seek. In
doing this, it turns out that a considerable
fraction of the variance in the blood oxygen
level-dependent (BOLD) signal of fMRI in
the frequency range below 0.1 Hz, which
reflects fluctuating neural activity, is lost.
This activity exhibits striking patterns of
coherence within known networks of specific
neurons in the human brain in the absence of
observable behaviors (see the figure).

Future research should address the cellu-
lar events underlying spontaneous fMRI
BOLD signal fluctuations. Studies likely will
cover a broad range of approaches to the
study of spontaneous activity of neurons (9,
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10). In this regard, descriptions of slow fluc-
tuations (nominally <0.1 Hz) in neuronal
membrane polarization—so-called up and
down states—are intriguing (4, /0). Not only
does their temporal frequency correspond to
that of the spontaneous fluctuations in the
fMRI BOLD signal, but their functional con-
sequences may be relevant to an understand-
ing of the variability in task-evoked brain
activity as well as behavioral variability in
human performance.

William James presciently suggested in
1890 (17) that “Enough has now been said to
prove the general law of perception, which is
this, that whilst part of what we perceive comes
through our senses from the object before us,
another part (and it may be the larger part)
always comes (in Lazarus’s phrase) out of our
own head.” The brain’s energy consumption
tells us that the brain is never at rest. The chal-
lenge of neuroscience is to understand the func-
tions associated with this energy consumption.
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How Fast Are the Ice Sheets

Melting?

Anny Cazenave

Remote-sensing data suggest that ice sheets currently contribute little to sea-level rise. However,
dynamical instabilities in response to climate warming may cause faster ice-mass loss.

Antarctica were to melt completely, they
would raise sea level by about 65 m. But
even a small loss of ice mass from the ice
sheets would have a great impact on sea level,
particularly on low-lying islands and coastal
regions. New satellite
observations, includ-
ing those reported
by Luthcke et al.
on page 1286 of this
issue (/), now allow
estimates of the mass balances of the ice
sheets and their evolution through time.

For the past 3000 years, global sea level
has remained stable, but since the end of the
19th century, tide gauges have detected global
sea-level rises [~1.8 mm/year on average over
the past 50 years (2, 3)]. Satellite altimetry
data document a rate of ~3 mm/year since
1993 (4). However, it remains unclear whether
the recent rate increase reflects an accelera-

If the ice sheets covering Greenland and
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tion in sea-level rise or a natural fluctuation on
a decadal time scale.

Present-day sea-level rise has several
causes. During the past decade, ocean warm-
ing has contributed roughly half of the ob-
served rate of sea-level rise (3), leaving the
other half for ocean-mass increase caused by
water exchange with continents, glaciers, and
ice sheets (6). The contribution of mountain
glaciers and small ice caps to sea-level rise in
the past decade is estimated to be ~0.8
mm/year (7). These figures constrain the con-
tribution from ice sheets to less than 1
mm/year in the past decade.

Since the early 1990s, remote-sensing data
based on airborne laser and satellite radar
altimetry, as well as the space-borne Synthetic
Aperture Radar Interferometry (InSAR) tech-
nique, have provided the first observations of
ice sheet mass balance (8—13). These observa-
tions indicate accelerated ice-mass loss in
recent years in the coastal regions of southern
Greenland. In contrast, slight mass gain is
reported in central high-elevation regions.
Over Antarctica, remote sensing indicates
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accelerated mass loss in the western part of
the continent (/0), whereas the eastern part is
gaining some mass as a result of increased
precipitation (11, 12).

Because of these contrasting behaviors—
mass loss in coastal regions and mass gain in
elevated central regions—ice-sheet mass loss
exceeds mass gain only slightly. Thus, accord-
ing to the recent mass-balance estimates, the
ice sheets presently contribute little to
sea-level rise. However, great uncertainty
remains, mainly because of incomplete cover-
age by remote-sensing surveys, spatial and
temporal undersampling, measurement errors,
and perturbation from unrelated signals. In
addition, each technique has its biases. For
example, radar altimetry misses narrow
coastal glaciers because of inadequate ground
resolution, and ice elevations measured by the
radar are much less reliable over steep, undu-
lated surfaces than over flat high-elevation
surfaces. Another uncertainty arises because
conversion of elevation change to mass change
requires assumptions about the surface den-
sity of snow or ice to be made.

Since 2002, the NASA/DLR Gravity
Recovery and Climate Experiment (GRACE)
satellite mission has provided a new tool for
precise measurements of ice-sheet mass bal-
ance, with nearly complete coverage of the
high-latitude regions up to 89°N/S. GRACE
measures the spatiotemporal change of Earth’s
gravity field. Over the ice sheets, this change
can be converted into ice-mass change, as-
suming that the gravity change results from a
change in surface mass.

Several studies have reported estimates of
Greenland and Antarctica ice-mass change
from GRACE (/4-19). The GRACE results

confirm those from other remote-sensing
techniques, that is, net ice-mass loss from
Greenland and West Antarctica and a slight
ice-mass gain over East Antarctica (see the
figure). The GRACE results over Greenland
also suggest accelerated ice-mass loss since
2002, in agreement with InSAR results (13).

However, the GRACE-based mass-bal-
ance estimates are highly scattered (see the
figure). One reason is the short time span of
the analyses (2 to 4 years, depending on the
study). Over Greenland, ice mass varies
widely from year to year. Because the analy-
ses do not overlap exactly in time, different
trend estimates are to be expected.

Another cause of scatter is contamination
from geodynamic processes related to Earth’s
response to ice melt from the last deglaciation.
This effect, which depends on poorly known
parameters, is mainly available from model-
ing, with important differences between mod-
els. Moreover, over Antarctica, this effect is of
the same order of magnitude as present-day
ice-mass change.

A third source of uncertainty is the coarse
resolution (400 to 600 km) of most GRACE
results (/4—19). As a result, the estimated ice-
sheet mass change includes contributions not
only from small isolated glaciers in the vicin-
ity of the ice sheets, but also from other grav-
ity signals (of oceanic, hydrologic, and tidal
origin) from surrounding regions. These per-
turbing signals are still poorly known, and
therefore difficult to be corrected for.

To improve the GRACE resolution,
Luthcke et al. have applied a new approach
over Greenland: They determined mass con-
centrations at a local scale from appropriate
processing of the GRACE observations. This

approach differs from the standard method, in
which global solutions of the time-varying
gravity field are computed, and a regional fil-
ter is then applied to extract the mass signal
over the area of interest. The new approach
minimizes the contamination from signals
unrelated to the ice-sheet mass balance and
provides results of finer resolution.

Luthcke ef al. computed ice-mass change
in six drainage basins of the Greenland ice
sheet, ranging from coastal low-elevation to
central elevated regions. They find ice-mass
increase in high-elevation regions of northern
Greenland, as suggested by satellite altimetry
(1), and ice depletion at the margins of south-
ern Greenland, in agreement with InSAR-
based glacier discharge estimates (/3). The
results confirm accelerated ice flow in coastal
regions of southeast Greenland. However, the
trend is smaller than reported by some other
recent GRACE-based studies (18, 19). Over
the 2-year period of investigation, Luthcke et
al.’s estimate of Greenland’s contribution to
sea-level rise amounts to ~0.3 mm/year.

However, further research is needed to
improve estimates of Greenland and Ant-
arctica mass balance (see the figure) and their
contribution to sea level. Besides extending
the time series of observations and reducing
internal errors, it is important to reconcile esti-
mates from different techniques and to even-
tually use them in synergy.

The greatest uncertainty in sea-level
projections is the future behavior of the
ice sheets. In recent years, the velocities
of outlet glaciers in coastal regions of
Greenland and Antarctica have accelerated,
showing that a large fraction of ice-mass
loss occurs through dynamical processes
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the reference list. Open bars correspond to GRACE results, filled bars to results from
other techniques. The estimate from (25) is an average over the whole of Antarctica.
On the right, positive values are for East Antarctica and negative values for West.
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rather than surface melting (9, 10, 13). The
dynamical response of the ice sheets to
present-day climate forcing may thus play a
much larger role than previously assumed.
Future dynamical instabilities of the ice
sheets is of major concern, given their
potential impact on sea level (20), yet com-
prehensive modeling of such dynamical
effects is in its infancy.

Improved mass-balance estimates from
remote-sensing observations, such as those
reported by Luthcke ez al., will inform on
the ongoing behavior of the ice sheets and
help to validate models. This goal requires
long time series of satellite observations,

and hence continuity of space missions.
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Distributing Nutrition

Jonathan D. Gitlin

unger claims the lives of 20,000 chil-

dren a day. Worldwide, one of every

three children is underweight and
malnourished (/). Eradication of malnutrition
and associated childhood mortality is a major
mission of the United Nations Millennium
Development Goals and will require a shared
vision of conservation as well as improve-
ments in agriculture that include increasing
the nutritional value of staple crops (2).
Advances in basic plant sciences applied to
agriculture will be critical for success (3).
Strong endorsement of this idea comes from
two studies on pages 1295 and 1298 of this
issue that provide insight into the mechanisms
of nutrient distribution in plants (4, 5). This
work reminds us that any effort to enrich the
nutritional content of plants requires knowl-
edge of the mechanisms of acquisition and
distribution of these nutrients throughout the
component parts of the crops that are the
dietary staple.

Kim et al. (4) combine mutational analysis
and imaging to demonstrate an essential role
for iron in seedling development—specifi-
cally, iron localized to an intracellular com-
partment called the vacuole in the model plant
Arabidopsis thaliana. Although abundant,
iron is relatively insoluble, and the challenge
for all organisms is to acquire adequate
amounts while avoiding toxicity (6). Iron is
essential for oxygen transport throughout an
organism and for cellular (mitochondrial) res-
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Dietary crops. A market, or tianguis, in Huauchi-
nango, Mexico, with indigenous Mexicans and typical
crop-based diets.

piration. Iron deficiency is common, affecting
500 million children in populations with crop-
based diets. Infants are at greatest risk because
brain growth can quickly outpace dietary
availability, resulting in long-term neurocog-
nitive impairment (7). Understanding iron
homeostasis in plants is therefore essential to
any effort intended to increase the iron content
of staple foods as an approach to preventing
iron deficiency.

In most organisms, iron that is stored in
cells is bound to ferritin, a cytoplasmic pro-
tein. Unlike humans, but similar to yeast, plant
cells contain vacuoles that function as reser-
voirs for ions and metabolites and could also
serve as sites of iron storage (8). Kim et al.
identify VIT1 as the Arabidopsis ortholog of a
vacuolar iron transporter, CCC1, previously

New insights into how plants store and
mobilize nutrients, such as iron, can help
in the fight against world hunger.

identified in yeast. They show that this protein
rescues the iron-sensitive phenotype of a yeast
mutant that lacks CCC1, mediates iron seq-
uestration into yeast vacuoles, and is highly
expressed in developing seeds—an important
food source worldwide. However, there is no
difference in the total iron content of seeds or
shoots between wild-type Arabidopsis plants
and mutant plants that lack the gene encoding
VIT1 (vitl). So is VIT1 required for plant
iron homeostasis?

In an imaging tour de force, Kim et al.
use x-ray fluorescence microtomography to
demonstrate a dramatic loss of iron in germi-
nating seeds that lack VIT1, specifically in
provascular cells of the hypocotyl, radicle, and
cotyledon embryonic seed tissues. This find-
ing implicates the vacuole of provascular cells
as critical to iron storage in wild-type seeds.
Consistent with this idea, vit/ seedlings
germinate poorly under conditions that limit
iron availability from the soil. These findings
highlight the need to understand nutrient dis-
tribution in assessing homeostasis, as well as
the importance of noninvasive, three-dimen-
sional quantitative element analysis in living
samples. Such approaches will find broad
application to issues of nutrient homeostasis
in living organisms.

In a related study, Uauy et al. (5) charac-
terize Gpc-B1 from wild emmer wheat as a
simple Mendelian quantitative trait locus
(genomic DNA that is associated with a par-
ticular trait that varies continuously across a
population) that is associated with accelerated
senescence and increases in grain zinc, iron,
and protein content. This wheat is ancestral to
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chronosequences (7) or soil respiration measure-
ments (37). The assumption that soils are in a
steady state is also called into question, espe-
cially because it is recognized that refractory OC
has been building up in soils exposed since the
last glacial (7, 5). This new paradigm likely has
its main impact on carbon budget models that
calculate sources, sinks, and fluxes within the
global carbon cycle on longer time scales (>1000
years). This could be of relevance, for example,
to studies that link vegetation type to soil carbon
content in order to estimate changing carbon
storage on land through time (9). It places the
terrestrial biosphere in a more prominent position
as a slow but progressively important atmospher-
ic carbon sink on geologic time scales and may
even influence current predictions about carbon
cycling and soil carbon storage in response to
elevated atmospheric CO, levels.
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Recent Greenland Ice Mass Loss by
Drainage System from Satellite
Gravity Observations
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Mass changes of the Greenland Ice Sheet resolved by drainage system regions were derived from a
local mass concentration analysis of NASA—Deutsches Zentrum fiir Luft- und Raumfahrt Gravity

Recovery and Climate Experiment (GRACE mission) observations. From 2003 to 2005, the ice sheet
lost 101 + 16 gigaton/year, with a gain of 54 gigaton/year above 2000 meters and a loss of 155
gigaton/year at lower elevations. The lower elevations show a large seasonal cycle, with mass losses
during summer melting followed by gains from fall through spring. The overall rate of loss reflects
a considerable change in trend (-113 + 17 gigaton/year) from a near balance during the 1990s

but is smaller than some other recent estimates.

ass changes in the Greenland Ice Sheet
Mare of considerable interest because of

its sensitivity to climate change and
the potential for an increasing contribution of
Greenland ice loss to rising sea level. Observa-
tions and models have shown that in recent years
Greenland has experienced increased melt (7),
thinning at the margins (2—4), and increased
discharge from many outlet glaciers (5). At the
same time, the ice sheet has been growing in its
interior (3, 4, 6).

These recent changes in the Greenland Ice
Sheet and the wide range of mass-balance es-
timates (7) highlight the importance of methods
for directly observing variations in ice sheet

mass. Moreover, the fact that some regions are
shedding mass dramatically, whereas others are
not (2-5), indicates a clear need for measure-
ments with a spatial resolution that allows as-
sessment of the behavior of individual drainage
systems (DSs). The local mass concentration
analysis presented here provides an assessment
of mass balance of individual Greenland DS
regions, subdivided by elevation, as well as the
overall ice sheet mass balance.

Direct measurements of mass change have
been enabled by the NASA—Deutsches Zentrum
fir Luft- und Raumfahrt Gravity Recovery and
Climate Experiment (GRACE) mission (8).
Since its launch in March 2002, GRACE has

been acquiring ultra-precise (0.1 um/s) intersat-
ellite K-band range and range rate (KBRR)
measurements taken between two satellites in
polar orbit about 200 km apart. The changes in
range rate sensed between these satellites provide
a direct mapping of static and time-variable
gravity.

Recent GRACE-based mass balance esti-
mates of Antarctica (9) and Greenland (10, 11)
have been derived from the monthly spherical-
harmonic gravity fields produced by the
GRACE project. Although these solutions rep-
resent an important advance in the use of gravity
measurements to assess ice sheet mass balance,
they are limited in their temporal and spatial
resolution. For example, the recent results pre-
sented in (/1) showed sizable mass loss spread
over the entire Greenland continent, in contrast
with recent studies that indicated loss concen-
trated on the margins (2-5) and growth in the
interior (3, 4, 6). In addition, the fundamental
measurements being made by GRACE contain
far more information than is currently being ex-
ploited by techniques that rely on these monthly
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spherical-harmonic fields. Close examination of
the KBRR measurements reveals coherent mass
variation signals at better-than-400-km full
wavelength spatial and 10-day temporal resolu-
tion at the mid-latitudes (/2) and still better
resolution at high latitudes.

Our approach to estimating ice sheet mass
changes followed a strategy of preserving the
gravity information contained within the GRACE
KBRR observations. This was accomplished
through an innovative processing of the GRACE
intersatellite range-rate measurements (/3) and
the parameterization of local mass variations as
mass concentrations (mascons). Mascons were
estimated from short arc solutions of GRACE
KBRR data exclusively within a local area of
interest (/2). The regional solution exploits the
fact that the signal from a mass concentration
observed in the GRACE KBRR data is centered
over the mass concentration and is spatially
limited in extent. The mathematical formulation
of mascon parameters, the details of the local
mascon approach, and the results of a simulation
that validate the method are provided in (/4).
The results of the simulations show that the mas-
con approach is capable of recovering the spatial
distribution and magnitude of realistic and
complex ice mass change signal to better than
90% (14).

For our ice sheet analysis, a mascon param-
eter corresponds to a surplus or deficit of mass in
an irregularly shaped DS region (Fig. 1) defined
by surface slopes and climatology (/5) and sub-
divided into surface elevation above and below
2000 m. Exterior regions (as outlined in Fig. 1) as
well as daily baseline state parameters were es-
timated to account for mass variations occurring
outside our Greenland DS regions of interest
(14). The mascon estimates are relative to models
of both static and time varying gravity effects
(e.g., tides and atmospheric mass redistribu-
tion) in order to isolate ice mass change (/4).

We derived mascon solutions from GRACE
KBRR data for each DS region (Fig. 1) every 10
days from July 2003 through July 2005 (Table
1). The individual elevation-dependent mascon
solution time series can be summed over each
10-day interval to produce time series for the six
overall DSs (Fig. 2) and time series for regions
above and below 2000 m elevation (Fig. 3).
The results (Table 1 and Figs. 2 and 3) represent
the total observed mass variation, including the
trends from glacial isostatic adjustment (GIA).
Included separately in Table 1 is the computed
GIA trend from ICE-5G using a 90-km
lithosphere and VM2 viscosity model (/6).

The northern DSs 1 and 2 and the southwest
DS 5 are nearly in mass balance (Fig. 2), con-
sidering the associated error bars and the GIA
noted in Table 1. DSs 3, 4, and 6 all exhibit
significant mass loss, with DS 4, the southeast,
dominating the overall mass loss. Figure 3 pres-
ents our mascon time series for the regions
above and below 2000-m elevation. For the 2
years (July 2003 to July 2005), our solutions

(Fig. 3) show a moderate growth of 54 + 12
Gton/year for the high-elevation Greenland
interior, with a significant loss of 155 + 26
Gton/year occurring in the low-elevation coastal
regions. Therefore, we obtain a total Greenland
trend of —101 + 16 Gton/year. These trends have
been corrected for GIA and scaled by 1.1 to
account for potential signal loss as determined in
the simulation analysis (/4). Treatment of the
associated errors is discussed in (/4). The mass
loss is dominated by loss in the eastern low-
elevation coastal regions and the southeast DS 4.
Our overall Greenland mass trend of =101 + 16
Gton/year is consistent with the GRACE-based
analysis by (/7), which determined a trend of
—118 £ 14 Gton/year for the time period of July
2002 to March 2005. However, these overall
trends are nearly a factor of 2 smaller than the
recent GRACE-based trend determined in (/7).
The results presented in (/) show significant
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mass loss over the entire continent and therefore
are difficult to reconcile with known mass loss
concentrated in the low-elevation coastal regions
and gain in the interior.

The high-elevation interior region solutions
show little annual cycle, with an overall am-
plitude of 13 + 9 Gton, whereas in contrast the
low-elevation coastal region solutions resolve a
significant annual cycle with an amplitude of
150 £ 27 Gton (Table 1 and Fig. 3). The annual
cycle of the low-elevation coastal region ex-
hibits significant mass shedding beginning in
May-June and ending in October, corresponding
to summer melt (Fig. 3). The largest annual
cycle is found in the southwest DS 5. A nearly
semiannual signal most noticeable in DS 2 is an
artifact caused by mismodeled ocean tides (/4).

The temporal and spatial resolution of the
GRACE mascon solutions provides important
insights into the ice sheet behavior and the
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Fig. 1. Greenland DS mascon regions: regions above 2000 m elevation are labeled “a,” and those
below are labeled “b.” Exterior region mascons outside of Greenland are also shown outlined in red.

Table 1. Summary of Greenland drainage system mascon solutions above and below 2000-m
elevation (July 2003 to July 2005). GIA calculated from ICE-5G with use of a 90-km lithosphere and

VM2 viscosity model (16).

Drainage Observed mass change GIA Annual amplitude
system (Gton/year) (Gton/year) (Gton)

>2000 m <2000 m >2000 m <2000 m >2000 m <2000 m
1 13+£2 -4+ 4 0 2 7+2 345
2 40 £ 2 -32+2 -1 2 12 + 2 11+ 3
3 50+ 3 =75+ 2 -1 0 8+4 24 +2
4 —-38 + 11 -33+3 -1 0 12 + 13 33+3
5 3+3 -3 +13 —4 -3 19+3 62 + 14
6 —27 =3 6+5 -1 0 14 £ 3 20+ 6
Greenland 41 + 8 —140 + 24 -8 1 13+9 150 + 27

www.sciencemag.org SCIENCE VOL 314 24 NOVEMBER 2006

Downloaded from www.sciencemag.org on January 5, 2008

1287


http://www.sciencemag.org

REPORTS

1288

quality of the mascon solutions. The moderate
growth of the high-elevation interior ice sheet
with significant mass shedding of the low-
elevation coastal regions is consistent with other
recent studies (/—6). In addition, the solutions
exhibit a relatively small annual cycle for the
high-elevation interior ice sheet, consistent with
low temperatures, negligible melting, and small
seasonal variation in precipitation. The low
elevations show a large annual cycle, with the
largest in the southwest DS 5. These results are
consistent with warm summer temperatures of
the coastal regions in general and, combined
with shallow slopes for DS 5 in particular, lead
to the most extensive summer melt (/8). There-

fore, our mascon time series for the low eleva-
tions exhibit seasonal characteristics that are
very consistent with the well-known net ab-
lation during summer melt followed by growth
during winter, as shown for example by radar
altimeter data (3) and surface mass balance
models (/9).

Comparison of our 2003-2005 ice mass
trends by DS in Table 2 to the 1992-2002 trends
computed from satellite radar and airborne laser
altimetry (3) provides insights into the evolution
of the ice sheet. The changes of the trends with
time of the two most northerly DSs, 1 and 2, are
not significantly different from zero, which is
consistent with the lack of glacier acceleration
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Fig. 2. Greenland drainage systems 2-year (July 2003 to July 2005) mascon time series (summing
regions above and below 2000-m elevation for each system) derived from GRACE KBRR data: 10-day
estimates (blue dots with error bars); Gaussian 1-day filter with 30-day window applied to 10-day
estimates (green line); and trend (red line) recovered from simultaneous estimation of bias, trend,
annual and semi-annual sinusoid. Trends have not been corrected for GIA. Error bars indicate 1

calibrated uncertainties. Gt/yr, Gton/year.
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Fig. 3. Time series computed from the sum of mascon region solutions above and below 2000-m
elevation: 10-day estimates (blue dots with error bars); Gaussian 1-day filter with 30-day window
applied to 10-day estimates (green line); and trend (red line) recovered from simultaneous
estimation of bias, trend, annual and semi-annual sinusoid. Trends have not been corrected for
GIA. Error bars indicate 1-c calibrated uncertainties.

(5) or detected icequakes (20) reported for those
areas. DS 3 in the east appears to have changed
by —20 Gton/year from a slightly negative
balance (-5 Gton/year) to a significantly nega-
tive overall balance of —25 Gton/year, with very
large mass shedding in the low-elevation coastal
region and growth at high elevations (Table 1).
Although DS 3 had one accelerating glacier (5)
and icequakes in two glaciers (20), it has also
had a large average annual mass input of 42
Gton/year (3) and is therefore very sensitive to
interannual variations or trends in precipitation
and ice accumulation. Our largest observed
change (-61 Gton/year) occurred in DS 4 in
the southeast, whereas the other significant
negative change occurred in DS 6 in the west
(-32 Gton/year), consistent with glacier accel-
erations (5) and increases in icequakes (20) in
that system. In particular, the acceleration of
three glaciers in DS 4 indicated an increase in
the rate of loss in 2005, compared with that in
1996, of =56 Gton/year (5), which is comparable
to our change of —61 Gton/year. In DSs 5 and 6,
the change from glacier accelerations was —25
Gton/year (5), which compares well with our
total change of —37 Gton/year that includes
changes in surface balance as well as changes
in glacier discharge. Although the extent to
which meaningful conclusions can be drawn
from a 2-year time series is limited because of the
influence of interannual variations, the consist-
ency of our results with all other indications of
accelerating mass loss (/, 4, 3, 19) strongly sup-
ports our interpretation that a significant change
in the Greenland mass balance has occurred
primarily in DSs 3, 4, and 6.

The high temporal resolution of the mascon
solutions provides unprecedented observation of
mass change events and provides the opportu-
nity to apply filtering techniques to reduce the
solution noise. By reliably resolving ice mass
change observations into ice sheet DS scales
subdivided by surface elevation, the mascon
solutions provide the ability to separate the areas
of rapid loss [e.g., the southeast DS 4 and the
low-elevation coastal regions (Figs. 2 and 3)]
from areas of slower loss or even gain (e.g.,
high-elevation interior regions). The mascon
solutions provide a better basis for comparison
to passive microwave-derived melt data (/8) and
surface mass balance models (/9) and facilitate
the comparison to flux-based methods (5) and
altimetric methods (2—4, 6, 21) that examine
individual drainage basins.

Our GRACE mascon solutions provide a
direct measure of mass changes on the scale of
DSs subdivided into regions above and below
2000-m surface elevation. In contrast with other
recent gravity-based mass balance estimates
(10, 11, 17), our mascon solutions exhibit
improved spatial resolution, delineating high-
elevation interior region growth and substantial
mass loss for the low-elevation coastal regions. In
addition, the mascon solutions show improved
temporal resolution, delineating the large season-
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Table 2. Comparison of mascon-derived trends with previous values determined from satellite
and airborne altimetry (3). The mascon-derived trends were corrected for GIA and potential signal
loss (~9%) as determined from simulation analysis (14). Errors computed as in (14) along with

assuming 100% error in GIA.

2003-2005 1992-2002 Delta
Drainage mascon-derived altimeter-derived (2003-2005) —
system ice mass trend ice mass trend (3) (1992-2002)
(Gton/year) (Gton/year) (Gton/year)
1 8+5 1.6 £ 0.3 6+5
2 8+4 8.8 +0.2 -1+4
3 25+ 4 —4.9 + 2.0 —20+ 4
4 —77 =+ 11 -15.7 £ 1.2 —61 + 11
5 7+13 11.4 £ 0.8 =5+ 13
6 227 10.5 £ 0.5 -32+7
Greenland -101 + 16 11.7 + 2.5 =113 + 17

al cycle for the low-elevation coastal regions and
observing the summer melt and winter growth
cycles. Our finding of an overall mass loss of
101 £ 16 Gton/year for 2003 to 2005 is
consistent with the finding of near balance
during the 1990s (3) and with the recent results
on increased melt rates (/), acceleration of
outlet glaciers (5, 20), and the increasingly
negative surface balance in recent years (22).
The Greenland mass loss contributes 0.28 +
0.04 mm/year to global sea level rise, which is
nearly 10% of the 3 mm/year rate recently ob-
served by satellite altimeters (23). The ob-
served change from the 1990s of —113 £ 17
Gton/year represents a change from a small
growth of about 2% of the annual mass input to
a loss of about 20%, which is a significant change
over a period of less than 10 years (24). This result
is in very good agreement with the change in trend
of =117 Gton/year from 1996 to 2005 determined
from radar interferometry (5). During the 1990s,
the observed thinning at the margins and the
growth inland were both expected responses to
climate warming. Our new results suggest that
the processes of significant ice depletion at the
margins, through melting and glacier accelera-
tion, are beginning to dominate the interior
growth as climate warming has continued.
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Abundance Distributions Imply
Elevated Complexity of Post-Paleozoic

Marine Ecosystems

Peter J. Wagner,* Matthew A. Kosnik,? Scott Lidgard®

Likelihood analyses of 1176 fossil assemblages of marine organisms from Phanerozoic (i.e., Cambrian
to Recent) assemblages indicate a shift in typical relative-abundance distributions after the Paleozoic.
Ecological theory associated with these abundance distributions implies that complex ecosystems are far
more common among Meso-Cenozoic assemblages than among the Paleozoic assemblages that
preceded them. This transition coincides not with any major change in the way fossils are preserved or
collected but with a shift from communities dominated by sessile epifaunal suspension feeders to
communities with elevated diversities of mobile and infaunal taxa. This suggests that the end-Permian
extinction permanently altered prevailing marine ecosystem structure and precipitated high levels of
ecological complexity and alpha diversity in the Meso-Cenozoic.

arine ecosystem complexity is thought

to have increased over the past 540

million years, in terms both of the
alpha [i.e., local (/)] diversity of fossilized as-
semblages and of the numbers of basic ecological
types (i.e., “guilds”) (2-5). Ecological theory pre-
dicts that ecosystem complexity affects relative-
abundance distributions (RADs) (6). Therefore,
if fossiliferous assemblages adequately reflect
original communities, then RADs implying inter-
actions and/or a multiplicity of basic ecologies
should become more common over time, and

RADs implying simple partitioning and/or limited
interaction should become less common. Tapho-
nomic studies show that death assemblages can
accurately reflect one aspect of RADs of skeleton-
ized taxa within living communities, namely, rank-
order abundance (7). Moreover, paleoecological
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