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Observed glacial cycle characteristics - 1

Ice sheet elevation:
2-3 km, sea level
drop: 120 meter

Observed glacial cycle characteristics

Last Glacial Maximum: 21 kyr 
ice sheet elevation 2–3 km 
sea level lower by 130 m

LGM

now

Peltier 1994, Science
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Ice core climate proxy record, Vostok 
(78S 106E), Antarctica; depth of drilling: 
3623 meter; age range: 420,000 years Ice core taken out of drill, Byrd, 

Antarctica (L. Thompson)  
https://en.wikipedia.org/wiki/File:Icecore_4.jpg 

Observed glacial cycle characteristics

Observed glacial cycle characteristics -2

Ice core climate proxy record, Vos-
tok (78S 106E), Antarctica; depth
of drilling: 3623 meter; age range:
420,000 years

Ice core taken out of
drill, Byrd, Antarctica
(L. Thompson)

https://en.wikipedia.org/wiki/Vostok_Station 

https://en.wikipedia.org/wiki/File:Icecore_4.jpg
https://en.wikipedia.org/wiki/Vostok_Station
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Observed glacial cycle characteristics

Eight glacial cycles from an Antarctic ice core  
EPICA community members, 2004

Epica ice core



Eli Tziperman, EPS 231, Climate dynamics

Deep sea core, past 5 M yrs 
Lisiecki and Raymo (2005) LR04 Benthic Stack 
https://en.wikipedia.org/wiki/Marine_isotope_stages 

Observed glacial cycle characteristics

https://en.wikipedia.org/wiki/Marine_isotope_stages
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Figure 4. Td18O stack constructed by the graphic correlation of 57 globally distributed 
benthic d18O records. The scale of the vertical axis changes across panels. 

Lisiecki, Lorraine E., and 
Maureen E. Raymo. "A 
Pliocene‐Pleistocene stack 
of 57 globally distributed 
benthic δ18O records."  
Paleoceanography (2005)

concentration of data used in the LR04 stack is at least twice
as high as in any previous stack or individual d18O record
spanning that interval. The stack’s resolution is comparable
to previous stacks but is less than half that of the highest-
resolution records.
[17] The LR04 stack is simply the average of the aligned

benthic d18O records. We do not adjust the mean or variance
of the records, except to make species offset corrections. We
choose not to adjust the isotope curves based on their
modern bottom water temperatures because the temperature
differences between sites may have changed dramatically
over the last 5.3 Myr. We also do not weight the records
based on their spatial distribution. The majority of records
are from the Atlantic Ocean, and the number of sites in the
stack varies with time, changing the relative weighting of
different regions. However, we observe that regional differ-
ences in benthic d18O are typically less than 0.3% (less than

0.15% after 0.6 Ma), and we are currently developing a
detailed description of regional d18O variability.

5. Age Model

[18] Because the LR04 stack is constructed by graphic
correlation, its stratigraphic features are essentially inde-
pendent of any timescale. Below we describe the con-
struction of an age model which takes advantage of the
high signal-to-noise ratio of the stack and analysis of the
sedimentation rates at 57 sites. However, almost any age
model could be applied to the LR04 stack. This flexibility
allows the stack to be adapted to alternate models of d18O
response or to improvements in age estimates.
[19] We construct the LR04 age model by aligning our

benthic d18O stack to a simple model of ice volume while
considering the average (stacked) sedimentation rate of

Figure 4. The LR04 benthic d18O stack constructed by the graphic correlation of 57 globally distributed
benthic d18O records. The stack is plotted using the LR04 age model described in section 5 and with new
MIS labels for the early Pliocene (section 6.2). Note that the scale of the vertical axis changes across
panels.

PA1003 LISIECKI AND RAYMO: PLIOCENE-PLEISTOCENE BENTHIC STACK
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PA1003A Pliocene-Pleistocene stack of 57 globally distributed benthic D18O records 
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successful theory... 

• 	100 kyr time scale  
• 	Saw-tooth structure: long glaciations (~90,000 yr), short deglaciations 

(10,000 yr)  
• 	Transition from 41 kyr to 100 kyr glacial cycles ∼800 kyr ago  
• 	Atmospheric CO2 variations during glacial cycles  
• 	Global scale: both northern & southern hemispheres 

Characteristics of glacial cycles to be explained by a
successful theory...

I 100 kyr time scale

I Saw-tooth structure: long glaciations (Order 90,000 yr), short
deglaciations (10,000 yr)

I Transition from 41 kyr to 100 kyr glacial cycles ⇠800 kyr ago

I Atmospheric CO2 variations during glacial cycles

I Global scale, phase di↵erence between northern & southern
hemispheres

100,000 years
land ice
volume

time
glaciation

deglaciation

120 m in
global sea level



Eli Tziperman, EPS 231, Climate dynamics

Glacial cycle mechanism ingredients

1. energy balance and albedo feedback 
2. accumulation, ablation (mass balance) as a function of ice sheet 

height, equilibrium line  
3. Milankovitch forcing 
4. ice flow and Glenn’s law 
5. parabolic ice sheet profile 
6. ice streams, calving 
7. dust loading and enhanced ablation 
8. temperature-precipitation feedback 
9. shallow ice approximation 
10. isostatic adjustment 
11.geothermal heating
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equilibrium line, accumulation zone, ablation zone

http://www.snowballearth.org/slides/Ch10-7.gif 

http://www.snowballearth.org/slides/Ch10-7.gif
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Milankovitch forcing
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The spectral peak of 
proxy record (say of ice 

volume) moved from 
41kyr to 100 ayr at 
about 800 kyr BP

Muller & MacDonald 2002

41 kyr

100 kyr



Eli Tziperman, EPS 231, Climate dynamicsMilankovitch forcingMilankovitch forcing

Solar radiation at the earth’s
surface varies due to variations
in orbit of earth around the
sun, on time scales of 20, 40
and 100 years.

There seems to be a connection between 
glaciations & summer insolation at 65N. 

Hays et al 1976: insolation is the 
“pacemaker” of glacial cycles.  How does 
this work...?

http://deschutes.gso.uri.edu/~rutherfo/milankovitch.html

Milankovitch cycles over the past 1,000,000 years.  
Source: Global Warming Art

http://www.globalwarmingart.com/wiki/File:Milankovitch_Variations_png


Eli Tziperman, EPS 231, Climate dynamics

https://www.people.fas.harvard.edu/~phuybers/Inso/index.html 

Peter Huybers

Milankovitch forcing

https://www.people.fas.harvard.edu/~phuybers/Inso/index.html
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https://www.people.fas.harvard.edu/~phuybers/Inso/index.html 

Peter Huybers

Milankovitch forcing

https://www.people.fas.harvard.edu/~phuybers/Inso/index.html


Eli Tziperman, EPS 231, Climate dynamics428 APPENDIX A. CALCULATION OF INSOLATION UNDER CURRENT CONDITIONS

or

ξ δ
θ
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cos sin
sin s 

(A.4)

A.2 DECLINATION ANGLE

The annual variation of the declination angle for current conditions can 
be defined to a good approximation in terms of a truncated Fourier series 
in the time of year. If the time of year is expressed in radians according to 
the following formula, where dn is the day number, which ranges from 0 
on January 1 to 364 on December 31, then

θ π= d2
365

.n
d 

(A.5)

The declination angle is given to a good approximation by the Fourier 
series,

∑ θ θδ = +
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(A.6)

sin ξ=cos! sin hsin"s

"d=2πdn365.

!=∑n=03an cos(n"d)+bn sin(n"d)

FIGURE A.1 Spherical geometry for solar zenith angle calculation.

Geometry for calculating insolation: Hartmann Appendix A

The averaged daily insolation, W, as a function of the longitude λ of Earth’s orbit 
around the sun, measured from the vernal equinox, March 21st (June 21st is λ = 90◦), 
obliquity ε, precession angle , eccentricity e; S0 is the solar constant (1360 W/m2), 
δ is the declination angle of the Sun (given by sin δ = sin ε sin λ), e = c/a = s(a2 − 
b2)1/2/a is the eccentricity, a and b are the semi-major and semi-minor axes, φ is the 
latitude, and h0 is the hour angle at sunrise and sunset, given by cosh0 = −tanφ tanδ. 

ω̃

Figure A.1 Spherical geometry 
for solar zenith angle 

calculation

3. Back-of-the-envelope Milankovitch: Use the following steps to understand why the
very small eccentricity of the Earth orbit has such a significant e↵ect on the maximum
summer insolation, and to understand the e↵ects of obliquity.

(a) Plot a thin blue line ellipse with major axis a = 149, 597, 887 km, a fairly large Earth
orbit eccentricity of 0.03, and a minor axis b (which you should be able to calculate).
Superimpose a thin red dash line circle with a radius of (a+ b)/2.

(b) In one short sentence: what are the configurations of the eccentricity, precession
angle and obliquity that lead to a maximum June 21st insolation at 65N and to a
minimum June 21st insolation there? Assume the obliquity range is 22.3–24.4� and
the eccentricity range is 0.01–0.04. Calculate the June 21st summer insolation at
65N at each of the two configurations, using a solar constant of 1360 W/m2.

(c) How big is the di↵erence in W/m2 between the two configurations? As a percent
fraction of the weaker insolation?

(d) Calculate the above di↵erence if the obliquity is fixed at 23.3�.

4. Understanding Milankovitch forcing: Let the date during the year be represented
by the longitude � of Earth’s orbit around the sun, measured from the vernal equinox,
March 21st (June 21st corresponds to � = 90�). The averaged daily insolation, W , as a
function of obliquity ", precession angle !̃ and eccentricity e, may be written at latitudes
where there is daily sunrise and sunset, to which we limit our analysis, as by combining
equations 21,22,50 of Berger & Loutre,1994,

W =
S0

⇡

[1 + e cos(�� !̃)]2

(1� e2)2
(h0 sin� sin � + cos� cos � sinh0), (1)

where S0 is the solar constant (1360 W/m2), � is the declination angle of the Sun (given
by sin � = sin " sin�), e = c/a = s(a2 � b2)1/2/a is the eccentricity, a and b are the semi-
major and semi-minor axes, � is the latitude, !̃ is the precession angle, and h0 is the hour
angle at sunrise and sunset, given by cos h0 = � tan� tan �. Refer to this reference to
understand how each of these parameters is defined (including when precession is defined
to be 0). Our objective is to understand Eqn. 1 using the following steps.

(a) What is the precession angle when the Earth is closest to the sun during northern
hemisphere summer? When it is furthest away during NH summer?

(b) The e↵ect of precession on summer insolation: draw two line plots, of the averaged
daily insolation as a function of latitude, for June 21st (more accurately, when sin �

2
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ishes. In other words, when the Earth orbit is circular,
there is no climatic effect associated with precessional
changes. As can be seen in Figure 5, seasonal insolation
changes are of the order of 10–20%. They are antisym-
metric with respect to seasons and hemispheres. The
insolation excess (deficit) received in summer is com-
pensated by the deficit (excess) in winter, and the inso-
lation excess (deficit) received in the Northern Hemi-
sphere is compensated by the deficit (excess) in the
Southern Hemisphere. Definition of the precessional
parameter is not universal, and e sin (! " #̃), which only
changes the sign of the precessional parameter, is widely
used [cf. Berger, 1978].

A subtle detail in the astronomical forcing follows
from Kepler’s second law. The amount of energy re-
ceived at a given latitude and between two given orbital
positions measured from $ (for example, between the
summer solstice and the autumnal equinox) does not
depend on the climatic precession #̃. However, the time
necessary for the Earth to move between these two
orbital positions (for example, the length of the summer
season) does change with climatic precession. The inso-
lation, defined as the amount of energy received per unit
time, therefore changes with climatic precession, but
only through the lengths of the seasons. In some sense,
Adhémar was right: It is indeed the changing speed of
the Earth, and therefore the lengths of the seasons, that
provides the main orbital forcing for glacial-interglacial
cycles. In the present-day configuration, summer occurs
near the aphelion, where the Earth moves slower and,
for the same total amount of incoming solar energy,

summer is longer and therefore cooler. According to
Milankovitch’s ideas, this situation favors the start of a
glaciation.

The computation of the insolation time series is now
easier with the help of computers, but a major intrinsic
difficulty is the strongly nonlinear character of the ce-
lestial mechanical equations for the solar system. The
solar system is, in fact, chaotic [Laskar, 1989], and a
precise computation of the eccentricity e is impossible
beyond a few tens of millions of years. The situation for
the obliquity ε and precession #̃ is even worse, since
their evolution depends on the exact shape of the Earth
and its possible changes induced by glaciations or inner
mantle convection [Laskar et al., 1993; Forte and
Mitrovica, 1997]. The precise computation of the insola-
tion series beyond a few million years is therefore un-
certain [Laskar, 1999]. Still, the main frequencies in
orbital forcing were present in the remote geological
past, and it is possible to build timescales up to several
tens of millions of years [Shackleton, 1999].

2.3. Successes and Pitfalls of Astronomical Theory
Numerous records of past environmental changes ob-

tained in the last 20 years largely confirm the link be-
tween insolation forcing and climate. A proxy for global
ice volume, or sea level, is the isotopic composition of
the oxygen in the carbonate from fossil foraminifera
shells obtained from marine sediment cores. The spec-
tral mapping and prediction (SPECMAP) record [Imbrie
et al., 1984] (Figure 6) is often used as a stratigraphic
reference for the global changes in marine %18O. When

Figure 2. The orbital parameters of the Earth. Eccentricity e is defined as e & c/a, where a is the semimajor
axis and c is the distance between the focus and the center of the ellipse. The semiminor axis b is then given
by Pythagoras’s theorem (a2 & b2 " c2, which gives b & a'1 ( e2). The current eccentricity value is e &
0.0167, which means that the Earth’s orbit is very close to a circle. The tilt of the Earth’s axis with respect to
the orbital plane is the obliquity ε (current value is ε & 23.44)). This tilt implies that the Earth equatorial plane
intersects with its orbital plane, the intersection defining the $$* line and the position of equinoxes and
solstices. In the current configuration the Earth is closest to the Sun (perihelion) around January 3, just a few
weeks after the Northern Hemisphere winter. This position, relative to the vernal equinox $, is measured by
the #̃ angle.

328 ● Paillard: GLACIAL CYCLES 39, 3 / REVIEWS OF GEOPHYSICS

Paillard 2001

Milankovitch forcing
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current Earth eccentricity=0.016722 Muller & MacDonald 2002

https://www.ua-magazine.com/2022/04/16/astronomy-may-have-
influenced-ancient-human-species-and-gave-rise-the-homo-sapiens/ 

400

95
125

https://www.ua-magazine.com/2022/04/16/astronomy-may-have-influenced-ancient-human-species-and-gave-rise-the-homo-sapiens/
https://www.ua-magazine.com/2022/04/16/astronomy-may-have-influenced-ancient-human-species-and-gave-rise-the-homo-sapiens/
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Note speed of 
orbiting at different 

phases of cycle, due 
to Kepler’s laws

https://commons.wikimedia.org/wiki/
File:Gyroscope_precession.gif 

Rotational precession [left] and orbital precession [right]. [Robert Simmon / NASA; WillowW / Wikimedia Commons] 
downloaded from https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-
side-24/ 

https://commons.wikimedia.org/wiki/File:Gyroscope_precession.gif
https://commons.wikimedia.org/wiki/File:Gyroscope_precession.gif
https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-side-24/
https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-side-24/
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Note speed of 
orbiting at different 

phases of cycle, due 
to Kepler’s laws

https://commons.wikimedia.org/wiki/
File:Gyroscope_precession.gif 

Rotational precession [left] and orbital precession [right]. [Robert Simmon / NASA; WillowW / Wikimedia Commons] 
downloaded from https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-
side-24/ 

https://commons.wikimedia.org/wiki/File:Gyroscope_precession.gif
https://commons.wikimedia.org/wiki/File:Gyroscope_precession.gif
https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-side-24/
https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-side-24/
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Note speed of 
orbiting at different 

phases of cycle, due 
to Kepler’s laws

https://commons.wikimedia.org/wiki/
File:Gyroscope_precession.gif 

Rotational precession [left] and orbital precession [right]. [Robert Simmon / NASA; WillowW / Wikimedia Commons] 
downloaded from https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-
side-24/ 

https://commons.wikimedia.org/wiki/File:Gyroscope_precession.gif
https://commons.wikimedia.org/wiki/File:Gyroscope_precession.gif
https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-side-24/
https://www.technologyshout.com/there-is-a-new-hypothesis-about-how-uranus-tilts-on-its-side-24/
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p = e sin!M
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

precession: moon & sun pulling on equatorial bulge of Earth

Muller & MacDonald 2002

Precession effect is anti-symmetric with respect to seasons & 
hemispheres; annual average of precession vanishes at each 
latitude; precession has no effect when eccentricity is zero 
(circular orbit);  Paillard, 2001: ”energy received at a given latitude 
& between two given orbital positions does not depend on the 
climatic precession. However, the time necessary for the Earth to 
move between these two positions (e.g., length of summer 
season) changes w/climatic precession. The insolation — amount 
of energy received per unit time — therefore changes w/climatic 
precession, through length of seasons.”

climate precession parameter

https://commons.wikimedia.org/wiki/File:Precession-sphere-EN.svg 

https://commons.wikimedia.org/wiki/File:Precession-sphere-EN.svg
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In-class workshop 
back of the envelope calculation to show that in spite of the small 
eccentricity, the combined effect of eccentricity and precession on 
summer insolation is very significant

• Assume a (moderately large) Earth orbit eccentricity of 0.03 
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In-class workshop 
back of the envelope calculation to show that in spite of the small 
eccentricity, the combined effect of eccentricity and precession on 
summer insolation is very significant

• Assume a (moderately large) Earth orbit eccentricity of 0.03 
• What are the configurations of the precession angle that lead to a maximum summer 

insolation at 65N and to a minimum summer insolation there? 



Eli Tziperman, EPS 231, Climate dynamicsMilankovitch forcing: precession+eccentricity

In-class workshop 
back of the envelope calculation to show that in spite of the small 
eccentricity, the combined effect of eccentricity and precession on 
summer insolation is very significant

• Assume a (moderately large) Earth orbit eccentricity of 0.03 
• What are the configurations of the precession angle that lead to a maximum summer 

insolation at 65N and to a minimum summer insolation there? 
• Calculate the maximum top of the atmosphere summer insolation at 65N at each of 

the two configurations. 
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In-class workshop 
back of the envelope calculation to show that in spite of the small 
eccentricity, the combined effect of eccentricity and precession on 
summer insolation is very significant

• Assume a (moderately large) Earth orbit eccentricity of 0.03 
• What are the configurations of the precession angle that lead to a maximum summer 

insolation at 65N and to a minimum summer insolation there? 
• Calculate the maximum top of the atmosphere summer insolation at 65N at each of 

the two configurations. 
• How big is the difference in W/m2 between the two configurations? As a percent 

fraction of the weaker insolation?
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In-class workshop 
back of the envelope calculation to show that in spite of the small 
eccentricity, the combined effect of eccentricity and precession on 
summer insolation is very significant

• Assume a (moderately large) Earth orbit eccentricity of 0.03 
• What are the configurations of the precession angle that lead to a maximum summer 

insolation at 65N and to a minimum summer insolation there? 
• Calculate the maximum top of the atmosphere summer insolation at 65N at each of 

the two configurations. 
• How big is the difference in W/m2 between the two configurations? As a percent 

fraction of the weaker insolation?
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In-class workshop 
back of the envelope calculation to show that in spite of the small 
eccentricity, the combined effect of eccentricity and precession on 
summer insolation is very significant

• Assume a (moderately large) Earth orbit eccentricity of 0.03 
• What are the configurations of the precession angle that lead to a maximum summer 

insolation at 65N and to a minimum summer insolation there? 
• Calculate the maximum top of the atmosphere summer insolation at 65N at each of 

the two configurations. 
• How big is the difference in W/m2 between the two configurations? As a percent 

fraction of the weaker insolation?

[solution: presenter notes]
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Muller & MacDonald 2002

Obliquity does affect the annual mean 
insolation at a given latitude, but not the 
global average. ➨ Antisymmetric effect 
on the N/S hemispheres. Larger 
obliquity leads to more radiation at the 
poles in summers, but still none at 
winter, so more generally high latitude 
annual insolation depends on obliquity.
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ASHKENAZY AND TZIPERMAN 2006

June insolation different 
latitudes

lead is due to (1) a seasonal bias of the proxy record or (2) a
noise masking early leads of ice volume over equatorial
SST.
[6] Studies using sediment traps find no conclusive evi-

dence for a strong preferential seasonal growth of the
relevant plankton in spite of much work on the subject
[e.g., Bijma et al., 1990; Dekens et al., 2002; Kawahata et
al., 2002; Koutavas and Lynch-Stieglitz, 2003; Lea et al.,
2000; Nürnberg et al., 2000; Stott et al., 2002; Thunell et
al., 1983; Troelstra and Kroon, 1989]. Our study is there-
fore necessarily of a suggestive nature. The equatorial
seasonal bias may not necessarily be due to seasonal
temperature variations, which are not very strong at the
equator. It may be related to seasonal upwelling and
variations in nutrient supply; the upwelling equatorial
season is currently during September rather than during
the warm season (March–April), but the season of the
upwelling during glacial times is not well constrained.
Our approach is similar to that of Gildor and Ghil [2002],
who suggested that the observed lead of Antarctic temper-
ature and atmospheric CO2 concentration may be related to
the seasonal bias in precipitation (for a related suggestion
see also Huybers and Wunsch [2003]).
[7] We attempt here to account for the lead of equatorial

SST over ice volume, even though both the existence of
such a lead and its magnitude are uncertain. There are issues
with the way such leads are calculated [e.g., Alley et al.,
2002]; the isotopic proxies for ice volume reflect both ice
volume and local temperature; there may be a delay of up to
a few thousands years between the changes in global ice
volume and their reflection in the global ocean water
isotopic signal; timescale uncertainties make the compari-
son of different proxies from different sources difficult.
Finally, the cross-correlation technique that is sometimes
used to quantify lags may not work well if such lags occur
mostly during terminations or only for specific Milanko-
vitch frequency bands. It seems, in fact, that some near-
equatorial sites show no lead over the NH, e.g., the South
China Sea [Kienast et al., 2001] or the western tropical
Atlantic [Lea et al., 2003].
[8] The present-day equatorial Pacific seasonal cycle,

with the March–April warm season and the September–
October cold season, seems to be due to the asymmetric
geometry of the continents around the equator [Tianming
and Philander, 1995, 1997], and is assumed here to occur at
the same calendar months during glacial periods. However,
there may be significant effects on the equatorial seasonal
cycle because of the large ice sheets over north America in
glacial times which modify the large-scale landmass topog-
raphy. The lead of local temperature over global ice volume
has been deduced from proxy data for different locations,
some of which are characterized by different seasonal
cycles. This may serve as an evidence against our seasonal
bias scenarios. As present-day seasonality is very weak in
regions such as the western Pacific warm pool, we also
consider here a seasonal proxy bias only during cold glacial
periods. This allows for the possibility of warm water
planktonic species having more difficulties tolerating the
colder water during glacial times, and thus displaying a
stronger sensitivity to the seasonal cycle then.

[9] We next briefly discuss the lead/lag in maximum
insolation at different dates in the annual cycle (section 2).
Then (section 3) we visualize our argument by presenting
two simple specific numerical examples of an equatorial
lead in idealized model simulations where it is clear that the
equator does not drive the glacial cycle. We then add
artificial noise to sea level and CO2 data, to demonstrate
how an early rise of sea level may be masked by proxy
noise giving the impression that CO2 (and possibly equa-
torial SST) rises before sea level during glacial terminations.
We conclude in section 5.

2. Leads and Lags in Insolation

[10] It is a well known property of the Milankovitch
forcing that the maximum insolation in any particular month
(e.g., June) may occur thousands of years before or after
maximum insolation occurs in some other month (e.g.,
March) [e.g., Gildor and Ghil, 2002; McElroy, 2002;
Clemens and Prell, 2003].
[11] The time lag between insolation maxima at differ-

ent dates is approximately Dt !(20 kyr)Dl/2p, where
the date is given by the longitude l of the Earth orbit
around the Sun, measured from the vernal equinox,
21 March; for example, 21 September corresponds to
l = p = 180!. The time lag between insolation at
different dates (longitudes l) increases as the dates
are further apart, up to a maximum lag (or lead) of
Dt = 10 kyr obtained for Dl = p = 180! which
corresponds to a 6 months separation.
[12] Figure 1 shows the 65!N 21 June insolation (l = 90!)

which is associated via the Milankovitch hypothesis
[Milankovitch, 1941] with changes in ice volume. Also
shown is the equatorial insolation of 21 March (l = 0!),
time of the warm season at the equator. It is clear that the
equatorial insolation (in particular its maxima or minima)
leads that of 65!N insolation by about 5 kyr. Thus, if glacial
climate is strongly linked to 65!N 21 June insolation, one
expects the equatorial warm season (March–April) temper-
ature, which is influenced by the March insolation, to lead

Figure 1. Insolation time series at 65!N for 21 June
(longitude measured from the vernal equinox is l = 90!)
and at the equator for 21 March (the vernal equinox, l = 0!)
[Laskar, 1990]. Note that the 21 March insolation (warm
season in the equatorial Pacific) leads the insolation of
21 June (Northern Hemisphere (NH) summer solstice) at
65!N by "5 kyr.
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Figure 1. Insolation time series at 65°N for 21 June 
(longitude measured from the vernal equinox is l = 90°) and 
at the equator for 21 March (the vernal equinox, l = 0°) 
[Laskar, 1990]. Note that the 21 March insolation (warm 
season in the equatorial Pacific) leads the insolation of 21 
June (Northern Hemisphere (NH) summer solstice) at 65°N 
by 5 kyr. 
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Figure 39: Force balance on a slice of an ice sheet, used to deduce the parabolic profile.

Figure 40: Fit of parabolic profile for ice sheet geometry to observations. From Paterson [42].
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Figure 39: Force balance on a slice of an ice sheet, used to deduce the parabolic profile.

Figure 40: Fit of parabolic profile for ice sheet geometry to observations. From Paterson [42].
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Parabolic ice sheet profile

Figure 42: Schematic ice flow in an ice sheet [24].

Figure 43: Ice stream locations in Antarctica (http://nsidc.org/NASA/RAMP/icestreamb_mapw.html,
http://web.mit.edu/dabrams/www/).
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Ice streams, calving, ablation

ice stream B, Antarctica
https://nsidc.org/support/faq/what-features-can-i-detect-ramp-

amm-1-sar-image-mosaic-antarctica 

Rignot et al 2011

https://nsidc.org/support/faq/what-features-can-i-detect-ramp-amm-1-sar-image-mosaic-antarctica
https://nsidc.org/support/faq/what-features-can-i-detect-ramp-amm-1-sar-image-mosaic-antarctica
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Calving glaciers and ice shelves; 
Douglas I. Benn, Jan A. Åström, 2018

Ablation 
Calving: role of buoyancy forces

Figure 2. A selection of key calving styles: (a) rifting due to longitudinal extension, (b) collapse of 
overhang following undercutting by subaqueous melt, (c) buoyant calving: release of a protruding 
‘ice foot’ below the waterline and (d) buoyant calving: uplift of a super-buoyant glacier tongue.



Eli Tziperman, EPS 231, Climate dynamics

Temperature precipitation feedback

larger moisture content of the atmosphere based on the Clausius Clapeyron relation, and therefore a stronger
hydrological cycle. Second, at least some of the precipitation falling on northern hemisphere land ice sheets is due
to local evaporation from the polar and high latitude ocean. During sufficiently cold periods, the high latitude
ocean is covered by (perennial and seasonal) sea ice which significantly reduces evaporation from the ocean, and
therefore limits the precipitation of snow over the land ice. Finally, the presence of even seasonal sea ice may shift
the storm track away from the land ice sheets, thus again reducing the precipitation brought by winter storms
from falling on the ice sheets.

The temperature-precipitation feedback plays quite an important role in a number of glacial cycle theories as
we shall see below.

Figure 46: accumulation rate for warm and cold periods, showing the temperature-precipitation feedback. Fig. 5
from Cuffey and Clow [8].

Figure 47: Mass balance of ice sheet as function of temperature, showing temperature-precipitation feedback for
small temperature increases, and increased ablation dominating for a larger temperature increase. Fig. 5a from
Huybrechts and Oerlemans [25].
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Figure 48: Temperature-precipitation feedback in the news... [35]

8.8.4 Isostatic adjustment

Ice density is roughly a 1
3 of the earth interior density. Ice sheets therefore sink into the crust roughly a 1

3 of their
height, and this process is referred to as the “isostatic adjustment” (Fig. 49).

This adjustment process is not immediate and there is a time scale of a few thousands of years involved. Let
us derive an equation for an ice sheet evolution including the isostatic adjustment effect (Oerlemans [39]; Pollard
[50, 48, 49]). Start with a simple relation of a Glenn’s law type between the vertical average velocity of the ice
sheet and the shear stress at the bottom

u = B~⌧mb

In principle, B is a function of the temperature, and m might change depending on sliding conditions at the
base of the glacier (frozen/ melted), but let us assume they are both constant. We can show, based on similar
arguments to those used for deriving the parabolic glacier geometry, that

~⌧b = ⇢icegh
@h⇤

@y

where h is the ice thickness and h⇤ = h + h0 is the ice surface elevation, and where h0 is the elevation of the
bedrock above some reference level (Fig. 50).

Now, the (1 dimensional) mass continuity of the glacier is simply

@h

@t
=

@

@y
(hu) +G(h, y, t)

where G(h, y, t) is the net accumulation-ablation. Substituting the above expression for the velocity

@h

@t
=

@

@y
(hB(⇢icegh

@

@y
(h+ h0))m) +G

= A
@

@y
(hm+1(

@

@y
(h+ h0))m) +G

which may be written as a nonlinear diffusion process

@h

@t
=

@

@y
(D(h)

@

@y
(h+ h0)) +G(h, y, t)

D(h) = hm+1(
@

@y
(h+ h0))m�1 (34)

Now, the flow within the upper part of the earth interior (lithosphere...) can be modeled as an adjustment to
perturbations introduced due to the ice sheet load that penetrates down into the lithosphere to a depth rh where
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Thousands of Years Before Present 
Figure 3. Temperature history according to calibrated isotope curve, corrected for elevation 
changes. The data have been smoothed with a 250-year triangular filter so that the effect of 
different elevation corrections, corresponding to different marginal retreat distances, can be seen. 

show a moderately higher gas content during the glacial 
period, after correcting for temperature (E. Brook, pers. 
comm., 1995). The GRIP data of Raynaud and col- 
leagues likewise show a large decrease in gas content 
during deglaciation, and in addition show a sizable gas 
content increase from early to late Holocene [Raynaud 
et al., this issue]. If elevation changes of the ice sheet are 
responsible for these trends, then the ice sheet surface 
must have been at lower elevation during the glacial, 
have risen during deglaciation, and have decreased ele- 
vation again through the Holocene. This pattern com- 
pares best with our elevation curves for marginal retreat 
distances of 100 to 150 km. However, problems with in- 
terpretation of total gas content as elevation preclude a 
firm conclusion at this time. 

Temperature 

Before examining the temperature results, the reader 
should appreciate two important points. First, It is 
unlikely that a single relationship between 5•sO and 
Greenland surface temperature exists, due to the many 
factors that affect the isotopic composition of firn in ad- 
dition to local temperature (these factors are listed and 
references are cited in Cuffey et al. [1995] and Peel et 
al. [1988]). Further, these factors depend on the climate 
and are likely to vary in importance from one climate 
state to another. Therefore, rather than choosing a sin- 
gle time-invariant isotope/temperature relationship to 

calibrate (as do Johnsen et al. [1995]), we divide the 
isotopic history into four periods and allow the calibra- 
tion to be different in each (see discussion of surface 
temperature forcing in the Model Components section 
of this paper). 

Second, to facilitate use of our calibration by other 
researchers, we choose to calibrate the GISP2 8•'O raw 
data as given by Grootes et al. [1993] and $tuiver et 
al. [1995] without any corrections for changes in sea- 
water isotopic composition. This does not noticeably af- 
fect the magnitude of the inferred temperature changes. 
The magnitude of the inferred temperature changes is 
determined by the borehole temperature analysis and 
the shape of the 5•sO history, and is independent of the 
absolute magnitude of the changes in 5•SO. Because 
sea-water composition and Greenland ice composition 
are strongly correlated through time, the result of cal- 
ibrating a sea-water-corrected isotope history is there- 
fore different calibration coefficients in equations (16a) 
to (16d), not a different temperature history. The only 
exception at GISP2 is the earliest part of the Holocene 
(see below), to which the borehole temperatures are not 
particularly sensitive. 

We have found the calibrated 5•80 record to be a 
good proxy for environmental temperature at Summit 
[Cuffey et al., 1995], with the following calibration (t in 
kiloyears before present): 

T- 3.055•80 + 75.4 t > 8 (16a) 
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melt at the margins of the ice sheet may not be balanced • 7- 
by increased accumulation in the interior. This conclu- sion could be made stronger if it were shown that the ac- o 
cumulation rate variations at GISP2 accurately reflect 
accumulation rate variations averaged over a large por- 
tion of the ice sheet surface. Another implication is that 
accumulation rate cannot be used as a thermometer at 
these timescales. Note that this result is independent 
of the assumption that •80 is a good thermometer, ._• 
because cooling in the late Holocene is clearly seen in 1=: 6- 
borehole temperatures [Cuffey et al., 1995; Dahl-Jensen 
and Johnsen, 1986; Cuffey et al. 1992] coincident with 0 
rising accumulation rates at GISP2. 

1 

1 

Glacial Accumulation Rates 

The accumulation rate at Summit was substantially 
less during the last glacial period and changed abruptly 
at climate transitions [Alley et al., 1993; Meese et al., 
1994; Dahl-Jensen et al., 1993]. The abrupt changes 
are a robust result, because vertical gradients in cumu- 
lative strain are small, except possibly very close to the 
bed or in pure shear regimes where boudinage is pos- 
sible [Cunningham and Waddington, 1990]. However, 
inferences of the average accumulation rates are sen- 
sitive to the dynamic history of the ice sheet, includ- 
ing thickness changes and changes in ice sheet surface 
curvature. Cutler et al. [1995] made a good first at- 
tempt at interpreting layer thicknesses while allowing 
for thickness changes. They found average glacial max- 
imum accumulation rates (from 15 to 30 kyr B.P.) of 
6.3 to 7.7 cm yr -•, for marginal retreat distances of 
0 to 100 kin. We bring two further developments to 
this pursuit: our thickness history includes the effects 
of temperature change and approximated nonthermal 
rheologic changes, and we allow for some nonsteady ice 
sheet geometry, in the inland response to marginal re- 
treat. These additions result in lower inferred accumu- 
lation rates, and reduced sensitivity of the inferred rates 

0.25- 

0.2- 

0.15- 

0.1- 

o.o5- 

o 
0 1'0 2'0 3'0 4'0 50 

Thousands of Years Before Present 

Figure 5. Accumulation rate histories for different 
marginal retreat distances. 

6.5- 

5.5- 

I I I I I I I I 
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A L = Marginal Retreat (km) 
Figure 6. The accumulation rate averaged over the 
last glacial maximum (15 to 32 kyr B.P.). Error bars 
correspond to maximum plausible changes in the func- 
tion s(z). The total uncertainty may be much larger 
than these. 

to the choice of AL. We find the average accumulation 
rate to have been 5.4 to 6.9 cm yr -• for AL of 25 to 
200 kin, respectively (Figures 5 and 6). These agree well 
with the results of Bolzan et al. (submitted manuscript, 
1996) which correspond to small AL cases. We suspect 
that the Cutler et al. calculations over-predict for two 
reasons. First, they do not include the thinning of the 
ice sheet due to the penetration of Holocene warmth 
to the ice sheet bed. Second, they force the extra ver- 
tical velocity associated with marginal-retreat-induced 
thinning to be ascribed to higher accumulation rates, 
because their ice sheet profile is always a steady state 
one. Nonetheless, our results are comparable and differ 
from theirs by less than 1 cm yr -• for small marginal 
retreats, and by less than 3 cm yr -• for large marginal 
retreats. Likewise, our results are within 1 to 3 cm yr -• 
of the original Alley et al. [1993] constant-thickness re- 
suits, for large to small AL, respectively, and within 3 
cm yr- • of the values implied by equation (2) of Johnsen 
et al. [1995]. 

A larger uncertainty than the one due to AL in this 
analysis results from poor knowledge of how vertical 
strain rates vary with depth in nature. Measurement of 
this deformation at GISP2 will be an important devel- 
opment that will lead to revised accumulation histories. 

Conclusion 

During the last glacial maximum, central Greenland's 
climate was severely cold and dry, with average surface 
temperatures of-50øto-55 øC and accumulation rates 
of 5.5 to 7 cm yr -•. The sensitivity of Greenland's cli- 
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isostatic adjustment

Figure 49: Schematic plot of isostatic adjustment for changing ice sheet volume, from http://rgalp6. har-
vard.edu/background.html.
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Figure 50: Ice sheet geometry and variables for the isostatic adjustment model.
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of the tropics and the polar circles, and changes in it will
clearly have some climatic effect. When the obliquity
increases, the poles receive more solar energy in summer
but stay in the polar night during winter. The annual
mean insolation therefore increases symmetrically at the
poles and decreases at the equator, since the global
Earth annual mean WA does not depend on ε (see
above). In contrast to eccentricity changes, obliquity
variations have a substantial effect on the local annual
mean insolation of several W m!2 (Figure 4).

The precession of the Earth’s axis moves the vernal
point " (see Figure 2) with a quasi-period of 25,700
years. This is the well-known precession of the equi-
noxes. However, for climatic purposes, only the motion
of " relative to the perihelion is of interest. This is the
climatic precession, measured by the #̃ angle. More
precisely, it is usual to define the precessional parameter
e sin #̃, which combines the climatic precession and the
eccentricity. In particular, when e $ 0, the perihelion is
undefined and the precessional parameter e sin #̃ van-

Figure 1. The ice ages according to Adhémar [1842], Croll [1875], and Milankovitch [1941]. Adhémar was
aware only of the precession of equinoxes, and he related the glacial ages to the lengths of the seasons. Croll
benefited from the advances in astronomy and was aware of changes in the other astronomical parameters,
though he could not compute the obliquity changes. In his view, the interglacial epoch is associated with small
eccentricity and therefore with small precessional changes. Milankovitch was the first to integrate the effect
of all astronomical parameters and to compute explicitly the insolation at the top of the atmosphere. He
understood that summer, not winter, was the critical season. His insolation minima were associated with the
major alpine glacier advances recorded by geological evidence.
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Figure 1. The ice ages according to Adhemar [1842], 
Croll [1875], and Milankovitch [1941]. Adhemar 
was aware only of the precession of equinoxes, and 
he related the glacial ages to the lengths of the 
seasons. Croll benefited from the advances in 
astronomy and was aware of changes in the other 
astronomical parameters, though he could not 
compute the obliquity changes. In his view, the 
interglacial epoch is associated with small eccentricity 
and therefore with small precessional changes. 
Milankovitch was the first to integrate the effect of all 
astronomical parameters and to compute explicitly 
the insolation at the top of the atmosphere. He 
understood that summer, not winter, was the 
critical season. His insolation minima were 
associated with the major alpine glacier advances 
recorded by geological evidence. 

Paillard 2001
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Paillard 2001
amplitude is about half a full glacial-interglacial change
[Severinghaus et al., 1998; Jouzel, 1999]. Similar records
clearly demonstrate this abruptness in Europe [von
Grafenstein et al., 1999] and in the tropical Atlantic
[Hughen et al., 1996].

Most of the temperature change associated with the
last deglaciation in Greenland is just but one among
these Dansgaard-Oeschger abrupt warming events. Such
rapid changes are observed at each glacial-interglacial
transition in the methane record from Vostok [Petit et
al., 1999]. This highlights the close connection between
sub-Milankovitch variability and glacial-interglacial cy-
cles. Similarly, deep-ocean chemistry in the North At-
lantic also appears to change abruptly, in association
with both the last glacial inception [Adkins et al., 1997]
and the last deglaciation [Adkins et al., 1998]. All these
observations reveal one of the weak points in classical
Milankovitch theory. Temperature, and more generally
the whole ocean-atmosphere system, can change, and
did change, much faster than did the global ice volume.
Actually, the slow changes in the insolation forcing and
the huge inertia of the ice sheets at glacial times do not
imply slow climatic change, even in the context of astro-
nomical theory.

Heinrich events are catastrophic releases of icebergs
in the North Atlantic from the Laurentide and Fen-
noscandian ice sheets. How large their effect is on global
ice volume and sea level is still a matter of debate, but
the possibility that it may be significant does exist. Sim-
ilarly, the abruptness of the Dansgaard-Oeschger events
may affect considerably the mass balance of the large
Northern Hemisphere ice sheets. In both cases, these
are clues that the ice sheets themselves may be quite
reactive in the climate system. The Antarctic Ice Sheet
seems also much more unstable in glacial time than
previously suspected [Kanfoush et al., 2000]. A clear
possibility is that the traditional SPECMAP curve in
Figure 6 is only a smoothed version of what happened in
reality to sea level. The fact that high sea level stands
recorded by coral reefs are systematically above the
estimations from isotopic records during glacial times
[Chappell and Shackleton, 1986; Balbon, 2000] may also
be an indication of a greater frequency of sea level
changes. We still have no estimation of the rapidity and
amplitude of such eventual rapid sea level variations.
Still, to some extent, the possibility for rather abrupt
changes exists not only for the ocean-atmosphere sys-
tem, but also for the ice sheets themselves.

Figure 9. Results from the Calder [1974] model. The threshold i0 is equal to 502 W m!2, and the ratio kA/kM

is chosen equal to 0.22. The forcing i is the summer solstice insolation at 65"N [Laskar, 1990]. The result is
very sensitive to these choices. The agreement with the record is quite poor, but this crude model still predicts
the major transitions at the right time, a feature that many, more sophisticated models do not reproduce well.
An isotopic record is given here for comparison [Bassinot et al., 1994b].
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Figure 9. Results from the Calder [1974] model. 
The threshold i0 is equal to 502 W m2, and the ratio 
kA/kM is chosen equal to 0.22. The forcing i is the 
summer solstice insolation at 65N [Laskar, 1990]. 
The result is very sensitive to these choices. The 
agreement with the record is quite poor, but this 
crude model still predicts the major transitions at the 
right time, a feature that many, more sophisticated 
models do not reproduce well. An isotopic record is 
given here for comparison [Bassinot et al., 1994b]. 

Following Milankovitch (summer insolation at high
northern latitudes is responsible for the glacial-intergla-
cial cycles), many conceptual models have tried to de-
duce ice volume changes from the summer insolation at
65!N. Calder [1974] simply states that below a given level
of insolation, the ice sheets are growing, while above this
level they are shrinking. The equation is

dV
dt ! "k#i " i0$,

with t being time, k % kM if the insolation i is larger than
i0 (melting), and k % kA otherwise (accumulation of
ice). In addition, the ice volume V is constrained to
remain positive. The result is plotted in Figure 9, and the
comparison with the data is quite poor. The precessional
response is much too strong and the model comes back

to an interglacial stage almost every 23 kyr. Neverthe-
less, this crude model predicts correctly all the major
terminations, for the last 0.8 Myr. Note that in 1974 the
timing of these transitions was still poorly known, since
the SPECMAP work and the calibration of timescales
onto the precessional forcing started only around 1980.
A posteriori, Calder’s model succeeds where many other
models are still failing. The main drawback of Calder’s
model is its lack of structural stability: Any small changes
in the input parameters i0, kM, or kA will lead to very
different, unrealistic results. This can be easily under-
stood from the equation above. Indeed, the ice volume V
is just the integral of relative insolation changes, and any
small changes in parameters will induce an unrealistic
growth in V.

A more robust model has been given by Imbrie and

Figure 6. (a) The spectral mapping and prediction (SPECMAP) record [Imbrie et al., 1984]. (b) Spectral
analysis of SPECMAP using the standard Blackman-Tukey method. (c) The same analysis with the multitaper
method. In Figures 6b and 6c the astronomical frequencies are clearly visible. The first harmonic of the
precessional frequency is also detected by the multitaper method.
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3.2. “Decoupling” Ice Sheet
and Temperature Changes

Beyond the abruptness of the recorded past environ-
mental changes, the diversity among the different paleo-
environmental records can also provide important clues.
As illustrated in Figure 8, the most obvious feature of
such a multiproxy comparison is the similarity between
the different records. A much more interesting issue is
the differences between them. As was already men-
tioned in section 2.3, stage 11 and stage 7 are two
examples where insolation and ice volume do not behave
in parallel, and during stage 7, ice volume and temper-
ature also seem to have different extrema. These differ-
ences emphasize the importance of looking at climate as
a multidimensional dynamical system. In particular, tem-
perature is not linked simply to ice volume. Temperature
may change independently and abruptly, with leads or
lags and with amplitudes that do not necessarily parallel
ice volume changes. In particular, there is a need to
clearly define “glacial maxima” or “interglacial” as ex-
trema either in the global ice volume, or in temperature,
but not both at the same time, which is, unfortunately,
common practice. For example, the Last Glacial Maxi-
mum (LGM), defined as the maximum volume of con-

tinental ice (maximum in benthic foraminifera !18O),
occurs at "21 ka B.P. between two much colder events,
Heinrich event 1 (17 ka B.P.) and Heinrich event 2 (23
ka B.P.). The LGM therefore does not correspond to the
coldest conditions in the North Atlantic, and the mini-
mal sea surface temperatures estimated by Climate:
Long-Range Investigation, Mapping, and Prediction (CLI-
MAP) Project Members [1981] are often too cold to
represent LGM conditions [Sarnthein et al., 1995]. Sim-
ilarly, it is misleading to call “deglaciation” the slow or
abrupt warmings observed in the records in association
with glacial-interglacial cycles. They may indeed not be
exactly synchronous with the melting of continental ice.

In Figure 8 it is clear that the terminations are sys-
tematically associated with increases in temperature, at
least in the Southern Hemisphere, and also with in-
creases in the atmospheric CO2. On the contrary, as
illustrated by stage 7, temperature maxima are not al-
ways associated with minimal ice volume, or with maxi-
mal Northern Hemisphere insolation. In other words, if
the highest temperatures are inducing deglaciations, the
ultimate cause for these temperature maxima probably
cannot be found easily in the seasonal insolation forcing.
A careful inspection of these curves in Figure 8 gives a

Figure 10. Same as Figure 9, but for the Imbrie model [Imbrie and Imbrie, 1980]. The forcing i is the summer
solstice insolation at 65#N. The time constants are $M % 42 kyr and $A % 10 kyr.
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Figure 10. Same as Figure 9, but for the 
Imbrie and Imbrie [1980] model. The 
forcing i is the summer solstice insolation 
at 65N. The time constants are 𝜏M=42 kyr 
and 𝜏A=10 kyr. Imbrie [1980]. The equation is written, in dimensionless

form, as

dV
dt !

!i " V"

#
,

where # $ #M if V % i (melting) and # $ #A otherwise
(accumulation of ice). In other words, the ice volume is
simply relaxed to the forcing, with a different time con-
stant, depending on the sign of ice volume changes. In
order to work properly the accumulation time constant
#A needs to be smaller than the melting time constant
#M, which is contradictory to the often noted idea that
glacial cycles are characterized by slow accumulation
and rapid melting of the ice sheets. The results (Figure
10) show a fairly good agreement with the data for the
last cycle but a poor agreement for other cycles. In
particular, there is a strong 400-kyr cyclicity, without a

clear 100-kyr cyclicity. This leads to very small ice vol-
ume changes during termination V. This is another
illustration of the “stage 11 problem.” Though quite
imperfect, the Imbrie and Imbrie [1980] model has some-
times been used to establish the age scale of paleocli-
matic records [e.g., Bassinot et al., 1994b], but the exact
fashion by which the record is “tuned” to the astronom-
ical forcing does not significantly change the results,
within a “precessional phasing uncertainty” of a few
thousands of years [Martinson et al., 1987].

In order to address the 100-kyr problem, several
models with long internal time constants have been built.
For example, the isostatic response of the bedrock under
the weight of the ice sheets was used to explain the
apparent asymmetry of the 100-kyr cycles, with a slow
buildup of ice and a rapid deglaciation [Oerlermans,
1982]. Indeed, the summit of a large ice sheet will easily

Figure 7. (a) The SPECMAP record [Imbrie et al., 1984] (dashed curve) and the Bassinot et al. [1994b]
record (bold curve) are filtered in the 23-kyr band and compared with the precessional parameter. (b) The
5-Myr long Ocean Drilling Program (ODP) 659 &18O record [Tiedemann et al., 1994] is filtered in the 41-kyr
band and compared with obliquity. The amplitude modulation of both the 23-kyr and the 41-kyr cyclicity
appears very similar in the astronomical forcing and in the paleoclimatic record. This is probably the strongest
argument in favor of a simple quasi-linear relationship between the climatic system and insolation forcing in
these two frequency bands.
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crucial clue: The terminations are not associated with
the largest maxima in summer insolation but always
follow the smallest maxima in summer insolation
[Raymo, 1997; Paillard, 1998]. In other words, the small-
est insolation maxima are favoring a major glaciation,
which will then induce a rapid deglaciation, or termina-
tion, at the next insolation maximum, independent of the
insolation magnitude. This is precisely the idea that I
followed when building a conceptual threshold model
for the glacial-interglacial cycles [Paillard, 1998].

3.3. Thresholds as an Integrating Concept
On the basis of the evidence of abrupt climatic

changes and on the apparent “decoupling,” at least for
some episodes, of ice sheet and temperature variations,
it is natural to elaborate a conceptual model able to
switch abruptly between different climatic states, in re-
lation to both astronomical forcing and ice sheet evolu-
tion. The Paillard [1998] model assumes that climate has
three different modes, or regimes, called i (interglacial),
g (mild glacial), and G (full glacial). These climatic
regimes have a (discrete) dynamics coupled to, but not
strictly tied to, the slower evolution of the continental ice
volume. In other words, climate is controlling ice sheet
evolution, more than the opposite. The rules used to

switch from one mode to the other are illustrated in
Figure 12. The i 3 g transition occurs when a threshold
i0 is crossed on the insolation forcing. The g 3 G
transition occurs when a threshold vMAX is crossed on

Figure 12. The threshold model. Climate is assumed to have
three different regimes: i (interglacial), g (mild glacial), and G
(full glacial). Transition between the regimes occurs when the
insolation forcing crosses a given threshold i0 or i1, or when
the ice volume exceeds the value vMAX.

Figure 11. Climatic variability during glacial times from the Greenland and Antarctic ice cores. The precise
correlation between these cores was possible through methane measurements [Blunier et al., 1998]. The full
thermal amplitude between glacial and interglacial time is !20"C in Greenland (Greenland Ice Core Project
(GRIP)) and !10"C in Antarctica (Byrd and Vostok). In Greenland, about half of this amplitude occurs
abruptly at !14 ka B.P. The methane record is strongly correlated to the isotopic record, which reflects
temperature changes. The Heinrich events (shaded bars labeled H1 to H5) correspond to the coldest episodes
at GRIP and the warmest episodes in Antarctica.
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the ice volume. The G 3 i transition occurs when a
threshold i1 is crossed on the insolation forcing. For
each mode the ice volume equation is linear:

dV
dt ! !

"VR " V#

$R
"

F
$F

,

where R is the current regime, volume V is relaxed to VR
(equal to 0 if R % i, or equal to 1 if R % g or G), F is
a slight truncation of the normalized summer insolation
forcing, and $R and $F are the relaxation time constants.
This model is robust with respect to changes in param-
eter values. The results (Figure 13) compare well with
the paleoclimatic record. In contrast to other simple
models, ice volume is decoupled from temperature, ide-
alized here as only three climatic states. In particular,
the warmest episodes (i regimes) correspond to abrupt
terminations and should be compared with the warm
and high CO2 episodes recorded in the Antarctic Vostok
record (Figure 8). In particular, all terminations are
predicted at about the right time, up to precessional
phasing uncertainty. At this point we understand why
Calder’s model (Figure 9) had such success in its timing

of terminations. Calder’s model was good at predicting
the glacial extremes associated with small insolation
maxima. Just like Paillard’s model, Calder’s model was
also based on an insolation threshold mechanism that
requires that beyond a given value of the external forc-
ing, the climate system behaves differently. This idea,
though very crude in these conceptual models, appears
to be crucial in the dynamics of glacial-interglacial cycles.

In addition to thresholds the Paillard model is also
based on multiple equilibria and hysteresis phenomena.
In other words, once the threshold has been crossed, the
forcing needs to change substantially, and therefore the
Earth’s system needs a substantial amount of time in
order to come back to the original state. This irrevers-
ibility can be found in many components of the climate
system, like the ocean thermohaline circulation [Rahm-
storf, 1995], or more simply, in the ice sheet albedo
feedbacks [Crowley and North, 1991].

To illustrate how this threshold concept affects the
timing and shape of the next glacial cycle, the three
simple models presented here [Calder, 1974; Imbrie and
Imbrie, 1980; Paillard, 1998] are integrated for the next

Figure 13. Same as Figure 9, but for Paillard’s [1998] model. Threshold values are i0 % !0.75 and i1 % 0.
Time constants are $i % 10 kyr, $G % $g % 50 kyr, and $F % 25 kyr.
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Figure 13. Same as Figure 9, but for Paillard’s [1998] model. Threshold values are i0=0.75 
and i1=0. Time constants are 𝜏i=10 kyr, 𝜏G=𝜏g=50 kyr, and 𝜏F=25 kyr. A total of about 14 
model parameters.
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Le-Treut and Ghil (1983): the 100 cycle as a difference tone of insolation’s 19k 
and 23k frequencies, due to nonlinear glacial dynamics.

100 kyr cycle as a nonlinear response to Milankovitch

Then Rial (1999):

forcing, one gets a chaotic response with many different combination tones. In particular, the dominant response
tone turns out to be at a frequency

1

109
kyr�1 = f1 � f2 =

1

19
kyr�1 � 1

23
kyr�1

So that we obtain an explanation of the 100 kyr as a nonlinear response to the two major precession frequencies!
While the spectrum of this response is quite satisfactory, with the 109 kyr frequency dominating the 41, 23 &
19 kyr frequencies (Fig. 58), the detailed characteristic features of the time series, are perhaps not completely
satisfactory (Fig. 59) when compared to the proxy (in particular ice core) records.

Figure 58: Spectrum of chaotic model regime, showing a 100 kyr peak (Fig. 10 from Ghil [14])

Figure 59: Time series of the same model as in the previous figure [Fig. 11, Ghil [14]]

However, additional efforts to use combination tones of Milankovitch frequency to explain the 100 kyr peak
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Figure 59: Time series of the same model as in the previous figure [Fig. 11, Ghil [14]]

However, additional efforts to use combination tones of Milankovitch frequency to explain the 100 kyr peak
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continue, and Rial [51], for example, recently suggested a ‘simple’ explanation for the glacial cycle time scale
based on the following combination tones . . .

1

107
kyr�1 =

1

95
kyr�1 � 1

826
kyr�1.

Given the need to use some nonlinear mechanism together with the Milankovitch signal to explain the 100 kyr
period, Paillard [40] suggested that the mechanism might be jumps between steady states of the climate system,
driven by Milankovitch forcing. Such jumps between different steady states imply an important nonlinearity in
the climate system that allows the existence of such multiple steady states and the jumping between them (both
could not exist in a linear system). Paillard argues for separating the ice volume and global temperature and
allowing them to be independent (yet coupled) degrees of freedom. He also assumes the glacial cycles to be due to
jumps of the climate system between three different modes: i (interglacial), g (mild glacial), and G (full Glacial).
Rules are specified for the transition between these modes

• i ! g (glaciation begins) occurs when the insolation decreases below a threshold i0.

• g ! G (glaciation approaching its maximum) occurs when the ice volume increases above some threshold
value vmax.

• G ! i (deglaciation) occurs when the insolation increases above some threshold i1, where i1 > i0.

The equation determining the ice volume evolution at each “mode” or “regime” (indicated by the index R which
can take the values i, g, G) is

dVice

dt
= �VR � V

⌧R
� F

⌧F

where the ice volume to which the system is restored at each mode is different

Vi = 0; Vg, VG = 1

and where F is the Milankovitch summer radiation. This model may be seen as an extension of the Imbrie and
Imbrie model to a multiple-regimes scenario. The results of this model fit the SPECMAP record very nicely
(Fig. 60), although perhaps this is not completely surprising given the quite a few available tuning parameters
(VR, ⌧R, R = {i, g,G}).

This model does not provide us with an explanation of what the actual physical mechanism is, what component
of the climate system is responsible for the thresholds/ multiple modes, why are the relaxation times ⌧R different
for each regime and what determines them, etc.

This simple model does indicate that thresholds and rapid transition processes are important. It also demon-
strates that one can get a good fit to observations due to a phase locking to Milankovitch forcing, as also shown
by Saltzman’s models and discussed next. This is the same phenomenon discussed in the context of El Nino
and seen in Fig. 28: any nonlinear oscillator with a time scale of roughly 100 kyr that is constructed based
on some internal variability mechanism yet is driven by Milankovitch radiation is likely to be phase locked to
the Milankovitch forcing. A phased locked glacial oscillation is shown for example in Fig. 61 from the work of
Gildor and Tziperman [16] discussed below. Thus it seems that while the 100 kyr Milankovitch forcing plays no
significant role in glacial dynamics, the phase locking to 19, 23 and 41 kyr accounts for the observed phase of the
oscillations; that is, for the observed timing of deglaciations. Note that because the Milankovitch forcing is not
periodic but rather quasi-periodic and therefore somewhat irregular in time, the locking of the glacial cycle to
the Milankovitch forcing also induce somewhat irregular glacial cycles. In particular, this explains the variability
of the glacial period around 100 kyr between different glaciations. It seems, therefore, that the irregularity of the
glacial cycles is likely due to the quasi-periodic nature of Milankovitch forcing, rather than an indication that the
glacial dynamics themselves are chaotic.
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Shallow ice approximation 
with a prescribed surface 
mass balance

100 kyr cycle from orbitally-forced ice sheet models
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obtained by crudely parameterizing possible calving at the 
equatorward ice sheet tip during deglaciation by proglacial lakes 
and/or marine incursions from the Atlantic, as emphasized by 
Andrews3

• The resulting ice volume curves agree fairly well 
with the observed records and their power spectra over the 
past 700 kyr. 

The ice sheet model ' ·2 predicts ice thickness in a cross-section 
running approximately north-south along a typical flow line 
(see Fig. 4). A vertically integrated approximate ice flow law 
is used with east-west flow neglected, which reduces the ice 
dynamics to a non-linear diffusion equation for ice thickness h 

ah = A .!...[hala(h + h ')I i3 
a(h + hi)] 

at ax ax ax 

+ G(h + hi, x, orbit) (1) 
where t is time and x is distance to the south. h I is the elevation 
of the bedrock surface above a fixed reference level (taken as 
the present mean sea level). For all results below A = 
5.77 X 10-4 m-3 yr-t, a = 5 and f3 = 2. The northern boundary 
of the model is taken at 74° N to represent the Arctic Ocean 
shoreline, where h is required to be zero (this excludes the 
possibility of marine ice sheets forming in the Arctic4

). G is 
the net annual mass balance on the ice surface and crudely 
represents the current distributions of snowfall and ice melt. 
Its dependence on the surface elevation h + h I follows 
Oerlemans2

: 

o={a(h+h' -E)-b(h+h'-E)2 if h+h'-E,,;1,500m} -I 

0.56 if h+h'-E>1,500m myr 
(2) 

where a = 0.81 x 10-3 yr-t, b = 0.30 X 10-6 m- I yr- I • At eleva-
tions below the equilibrium-line altitude E, G becomes rapidly 
negative (due mainly to summer air temperatures being above 
freezing), whereas above E, G increases more slowly to a 
maximum value. As in previous studies, E is assumed to have 
a constant slope in latitude and to be shifted uniformly by the 
insolation variations according to E = Eo(x) + k flO, where Eo 
is the present equilibrium line and flO is the difference in the 
summer half-year insolation at 55 ON from that of the present, 
calculated from the orbital parameters5

• Eo and the insolation 
sensitivity, k, are specified for each run below. 
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The response of the bedrock to the changing ice load consists 
of an elastic deformation of the lithosphere and a deeper viscous 
flow in the asthenosphere. As in other models

,
·2 the smaller 

elastic deformation is neglected here. It is not generally agreed 
whether the best asthenospheric model is closer to a relatively 
thin channel or a deep half-space6

-
8

; the thin-channel model is 
used here, which with linear viscosity yields6

•
9 

ah ' 02 

-= v-2 [h'-hb(x)+rh] (3) 
at ax 

where r is the ratio of ice density PI to rock density Pa; v is 
PagH3 / N'I'/ where g is the gravitational acceleration, H is the 
mean thickness of the channel, '1'/ its dynamic viscosity, and N 
is 12 or 3 (depending on whether zero tangential velocity or 
zero tangential stress is required at the base of the lithosphere). 
hb (x) is the surface topography due to crustal structure that 
would prevail in isostatic equilibrium without any ice. The 
choice of lateral boundary conditions for equation (3) is uncer-
tain; for the runs below it was required that h' = hb at the 
model boundaries 74° Nand 30° N, but other reasonable 
choices have little effect on the results. The main effect of using 
equation (3) instead of a local-response equationl

•
2 is that the 

bedrock adjusts rapidly to small-scale ice loading, whereas the 
broad deep depressions under the largest ice sheets can be 
preserved for a much longer time during subsequent deglaci-
ations. 

Equations (1) and (3) were numerically integrated forward 
in time using a Newton-Raphson scheme for each equation 
individually, with an implicit contribution from every term 
involving h in the ice flow expression in equation (1). This 
allowed a time step of 50-100 yr with a latitudinal spacing of 
55.5 km (= 0.5° lat.). Tests were made to check that the results 
agree adequately with those at higher resolutions. Many runs 
were made varying the parameters Eo, k, r, v and hb(x), and 
the results are summarized in Fig. 1. For comparison a deep-sea 
core record is shown in each panel (dotted curve); this is 
interpreted here as being proportional to Northern Hemispheric 
ice volume, although it may also have been affected significantly 
by Antarctic ice sheet variations lO

• 

Figure la shows a run with no topography (hb(x)=O) and 
with the bedrock always in isostatic equilibrium with the ice 
load (v = 00, that is hi = -rh). This is similar to results of earlier 
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Fig. 1 Total cross-sectional area of ice ver-
sus time for various model versions (solid 
curves). The corresponding approximate ice 
volume can be obtained by multiplying by 
a typical east-west ice sheet dimension 
(-3,000 km). The dotted curve in each panel 
is an oxygen isotope deep-sea core record 
minus its present value, redrawn from ref. 
20. a, Model run with no topography (h6 (x) = 
0) and with the bedrock in isostatic equilib-
rium (IJ = 00, h' = -rh); the present equilib-
rium line Eo(x) passes through the (lat. (ON), 
height (m» point (73, 0) with a slope of 0.9 x 
10-3

; the insolation sensitivity k = 
25 m ly -I day; the ice/rock density ratio r = 
0.3. b, As a except with bedrock lag IJ = 
100km2 yr- ' (in this and subsequent model 
runs, the maximum ice areas attained corres-
pond to southern tip positions of -49-52 ON). 
c, Model run with piecewise-linear topogra-
phy h6(x) joining the following (lat., height) 
points: (72, 0), (70, 850), (66, 200), (40, 400), 
(30,400); the northern model boundary is at 
72 ON; Eo(x) passes through (66,850) with a 
slope of 1.0xl0-3 ; k=20mly-1 day; IJ= 

100 km2 yr -I; r = 0.4. d, Model run including 
the calving mechanism (equation (4)); h6(x) 
Joms (74, -500), (70,850), (66,200), °700 600 500 400 300 200 100 o 
(40,400), (30,400) (the calving A e (k foBP) 
operates permanently at the northern ttp, g Y 
maintaining it at -72.5°N); Eo(x) passes through (70,550) with a slope of 1.0 x 10-3

; k = 17mly-l day; IJ= 100km2 yr- l
; r=0.3; sea level 

S = 0 in equation (4). 
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The ice sheet model ' ·2 predicts ice thickness in a cross-section 
running approximately north-south along a typical flow line 
(see Fig. 4). A vertically integrated approximate ice flow law 
is used with east-west flow neglected, which reduces the ice 
dynamics to a non-linear diffusion equation for ice thickness h 
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of the model is taken at 74° N to represent the Arctic Ocean 
shoreline, where h is required to be zero (this excludes the 
possibility of marine ice sheets forming in the Arctic4

). G is 
the net annual mass balance on the ice surface and crudely 
represents the current distributions of snowfall and ice melt. 
Its dependence on the surface elevation h + h I follows 
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where a = 0.81 x 10-3 yr-t, b = 0.30 X 10-6 m- I yr- I • At eleva-
tions below the equilibrium-line altitude E, G becomes rapidly 
negative (due mainly to summer air temperatures being above 
freezing), whereas above E, G increases more slowly to a 
maximum value. As in previous studies, E is assumed to have 
a constant slope in latitude and to be shifted uniformly by the 
insolation variations according to E = Eo(x) + k flO, where Eo 
is the present equilibrium line and flO is the difference in the 
summer half-year insolation at 55 ON from that of the present, 
calculated from the orbital parameters5

• Eo and the insolation 
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is 12 or 3 (depending on whether zero tangential velocity or 
zero tangential stress is required at the base of the lithosphere). 
hb (x) is the surface topography due to crustal structure that 
would prevail in isostatic equilibrium without any ice. The 
choice of lateral boundary conditions for equation (3) is uncer-
tain; for the runs below it was required that h' = hb at the 
model boundaries 74° Nand 30° N, but other reasonable 
choices have little effect on the results. The main effect of using 
equation (3) instead of a local-response equationl

•
2 is that the 

bedrock adjusts rapidly to small-scale ice loading, whereas the 
broad deep depressions under the largest ice sheets can be 
preserved for a much longer time during subsequent deglaci-
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Equations (1) and (3) were numerically integrated forward 
in time using a Newton-Raphson scheme for each equation 
individually, with an implicit contribution from every term 
involving h in the ice flow expression in equation (1). This 
allowed a time step of 50-100 yr with a latitudinal spacing of 
55.5 km (= 0.5° lat.). Tests were made to check that the results 
agree adequately with those at higher resolutions. Many runs 
were made varying the parameters Eo, k, r, v and hb(x), and 
the results are summarized in Fig. 1. For comparison a deep-sea 
core record is shown in each panel (dotted curve); this is 
interpreted here as being proportional to Northern Hemispheric 
ice volume, although it may also have been affected significantly 
by Antarctic ice sheet variations lO
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Figure la shows a run with no topography (hb(x)=O) and 
with the bedrock always in isostatic equilibrium with the ice 
load (v = 00, that is hi = -rh). This is similar to results of earlier 
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hb (x) is the surface topography due to crustal structure that 
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model boundaries 74° Nand 30° N, but other reasonable 
choices have little effect on the results. The main effect of using 
equation (3) instead of a local-response equationl

•
2 is that the 

bedrock adjusts rapidly to small-scale ice loading, whereas the 
broad deep depressions under the largest ice sheets can be 
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phy h6(x) joining the following (lat., height) 
points: (72, 0), (70, 850), (66, 200), (40, 400), 
(30,400); the northern model boundary is at 
72 ON; Eo(x) passes through (66,850) with a 
slope of 1.0xl0-3 ; k=20mly-1 day; IJ= 

100 km2 yr- I
; r = 0.4. d, Model run including 

the calving mechanism (equation (4)); h6(x) 
Joms (74, -500), (70,850), (66,200), °700 600 500 400 300 200 100 o 
(40,400), (30,400) (the calving A e (k foBP) 
operates permanently at the northern ttp, g Y 
maintaining it at -72.5°N); Eo(x) passes through (70,550) with a slope of 1.0 x 10-3

; k = 17mly-l day; IJ= 100km2 yr- l
; r=0.3; sea level 

S = 0 in equation (4). 

A simple ice sheet model 
yields realistic 100 kyr glacial cycles 

David Pollard, 1982



Eli Tziperman, EPS 231, Climate dynamics

100 kyr cycle from toy “Earth system” models

82 

[ :X( tb lb4)  -1/2, ~=~(O.O04/tblb3) 1/2, O:Z(t/blb4)l/2co, 

flo=(Zffbo/Yif~), ~1 : tb l ,  ~2 :(0/?/b2/Z/2), and 3/2 =[c:. 
The dynamical system (17)-(19) is essentially the same 

as described and studied in Sattzman and Sutera (1984), 
Saltzman, Hansen and Maasch (1984), and Saltzman 
(1986), the differences being the replacement of X' (the 
marine ice mass variations) by/z '  (atmospheric carbon 
dioxide variations), the replacement of ~" representing 
land ice vairations by I '  representing variations in total 
snow-derived ice mass including shelf ice, and the elimina- 
tion of a nonessential term in each of (18) and (19). 

4. Method of solution and results 

The complete system (15)-(19) for 6, r,/~, land 0 constitutes 
our mathematical model of the physics governing the 
global climatic variations in the late Quaternary. To com- 
plete the model it now remains to be shown that, by assign- 
ing physically reasonable magnitudes to the coefficients in- 
volved, this system can yield the observations as a relative- 
ly robust solution. These coefficient magnitudes will give 
some information regarding the relative importance of the 
various feedbacks involved and the sensitivities of the 
variables. We adopt the following procedure: 

1) Let us first choose the coefficients of the dynamical 
system (17)-(19) governing the "slow-response" variables, 
L/z, and 0. In making these choices we assume (i) that a 
free near-100 kyr oscillation is needed to explain the 
dominance of this period of 6 during the late Quaternary, 
(ii) that the phase of this oscillation is largely determined 
by external earth-orbital forcing, and (iii) that most of the 
variability exhibited by a typical (e. g., SPECMAP) 6 curve 
is due to variations in total ice mass I (e. g., Imbrie et at. 
1984; Mix and Ruddiman 1984). Such a choice of coeffi- 
cients was made for the unforced case by Saltzman and 
Sutera (1984) where it was noted that a robust near-100 kyr 
oscillation could be obtained from this 3-variable 
dynamical system with a system time constant no greater 
than 10 kyr. The system was extended by Saltzman, Hansen 
and Maasch (1984) to include the earth orbital forcing of the 
form 

Fr= [mlA*(t) +m2B*(t) +m3 C*(t)] 

Saltzman: Late-Quaternary global variations of ~180 

where A* B* and C* denote the normalized time variations 
of eccentricity, obliquity, and precession index respective- 
ly (positive values representing a maximum summer radia- 
tion), and m1 m2, and m 3 are weighting coefficients. It was 
found that a fairly good, relatively robust, qualitative 
agreement between I '  and the SPECMAP 6180 curve is 
obtained by setting cq=0.40, 0/2=0.10, u3=0.0120, 
~o=10.00, ~1=3.77, /~=20.00, and 72=1.45 (i.e., 
c~-1=6.9 kyr if [=10 kyr), m1=4, m~=35, and m3--80 .  
Although the ten coefficients prescribed may appear to be 
a large number, it should be recognized that these coeffi- 
cients determine the time evolution of three variables. 
Moreover, only four parameters representing combina- 
tions of those coefficients are needed to determine the fun- 
damental free solution describing most of the variance, and 
an additional three (m, << rr~, m3) to determine the forc- 
ed response. In addition, all these coefficient values are 
constrained by our qualitative physics to have only positive 
values, with 72 > 1, and therefore are not completely free. 

This forced solution of (I7)-(19) is shown in Fig. 2 in 
terms of the nondimensional variables I*/~, and 0* It may 
be seen by comparing with Fig. 1 that the/-variations are 
indeed in qualitative agreement with the 6-variations. In ad- 
dition the solution also predicts a variation of atmospheric 
carbon dioxide (dotted curve) that bears some resemblance 
to the variations of CO 2 over the last 350 kyr reported by 
Shackleton and Pisias (1985, see Fig. 3), as well as varia- 
tions of deep ocean or thermocline temperature (dashed 
curve) that lag I by about 5 to 10 kyr. 

2) Having generated the solution for I*, ~, and 0* we 
next determine k~, k*, and k~' as a least-squa.res fit of (16,) to 

t :,g the observed SPECMAP distribution,/i s = bs6s (where 6, is 
the range of 6~' over the past 500 kyr; see Fig. lb), at the 
same time preserving the observed SPECMAP 6180 range 
/Ss. Assuming b* has the same maximum and minimum 
values as I* over the past 500 kyr, the values so obtained are 
k~=l.16, k*=0.31, and k0"=0.44. The resulting "best-fit" 
curve of 6" is shown in Fig. 4 in comparison with the 
SPECMAP curve labeled 6". 

Although, as noted, the model coefficients in (17)-(19) 
were chosen to give the relatively large positive value ob- 
tained for k~', we consider it to be a significant measure of 
the internal physical consistency of the model that k* and 
k~ both turn out to be positive as would be expected. (Note 
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Fig. 2. Orbitally-forced solution of the three- 
component dynamical system (t7)-(19) in non- 
dimensional units, normalized to a range of  urtity, 1" 
(solid curve), Ix * (dotted curve), and 0 * (dashed 
CIII'vg) 

Barry Saltzman: Carbon dioxide and the delta18O record of late-
Quaternary climatic change: a global model (Clim Dyn, 1:77–85, 1987)

Orbitally-forced solution of the three-component dynamical 
system (17)-(19) in non-dimensional units, mu (solid curve), I* 
(dotted), and theta* (dashed)

Saltzman: Late-Quaternary global variations of fi~80 81 

orbital radiative variations that we shall here assume is 
negligible compared to the effects of/z'  and 0 ' .  In setting 
a4=0 (i. e., omitting a dissipative term in (13)) we are 
assuming that positive feedbacks due to ice-albedo 
(Budyko 1969) and ice-baroclinicity (Saltzman and Moritz 
1980) effects, bedrock depression (Oerlemans 1980), and 
sea-level changes (Hollin 1962) can roughly balance the 
dissipative tendencies. Thus, the ice mass changes are 
assumed to be a neutrally stable response to the (#, 0)- 
climatic state changes. The second order nonlinear term 
_ a2 #,2 is included in (12) to represent the weakening of 
the climatic forcing of ice accumulation as increasing sea 
ice and cold ocean surface temperatures associated with 
decreasing/~ reduce the evaporative moisture sources for 
snowfall over the ice sheets (the polar "desert" effect). The 
term involving a30' is retained here, though its effects will 
be small. 

2.4 Deep ocean or thermocline temperatures 

The net change of the mean temperature of the deep ocean 
exclusive of the upper mixed layer, 0, is given by the ther- 
modynamic energy conservation statement 

dO' 1 
dt pwc~D = (H~ + G~)' 

where Pw, Cw and D are the oceanic density, specific heat, 
and mean depth, H ~ is the net downward flux of heat at the 
upper boundary of the deep ocean, and G t is the upward 
flux of geothermal energy at the sea floor. In view of the im- 
possibility of calculating the righthand side of this equation 
to the accuracy of plausible maximum estimates of dO/dt 
(say 4 • 10-4k yr -1) we postulate that these flux changes 
can be represented qualitatively as a function mainly o f / ' .  
This is because ice shelves, the mass of which is part of I, 
appear to play a critical role in controlling high the ther- 
mohaline circulation and latitude deep water formation 
(e. g., NADW). Moreover, because changes of global 
salinity are of the same sign as ice mass changes, the 
temperature of the downwelling water can be warmer dur- 
ing glacial periods. Thus, with the inclusion of a dissipative 
term our representation of (3c) is, 

In forming this model we have assumed that the effect 
of bedrock depression e is negligible compared to / , / , ,  and 
0 in determining the slow variability of the climate system. 
This latter assumption is contrary to that made in several 
other models where no reference is made to carbon dioxide 
or deep ocean (or thermocline) temperature, but great em- 
phasis is placed on bedrock depression (e. g., Oerlemans 
1980). Recognizing that ~ is in fact potentially important, 
and in any event that bedrock changes are a real feature of 
climatic evolution that must be accounted for, we view the 
ultimate inclusion of E as a desireable future step toward a 
more complete global theory. At this point, however, we 
demonstrate the extent to which one can account for the 
observations in the absence of any consideration of this 
variable. 

3. Nondimensional form of the governing equations 

Let us now scale our physical variables in terms of an 
assumed maximum ranges of ~' ,  7-',/z', I '  and 0' that we 
call (3, ?,/2, L and 0), so that ~ ' =  ~ *  r ' =  77", ~'=/2t~* 
I '  =/I* and 0' = 00", where the asterisk denotes values that 
in general will vary between no more than + 1 depending 
on the location of the equilibrium point. Thus, substituting 
(5) in (1) our diagnostic relations for variations of 7- and 
at a representative mid-latitude, mid-oceanic location take 
the nondimensional forms, 

7-*= - ~* 1"+/3"/z*+ T* O* (15) 

,~*=/~' I* -~:*~*-k~O* (16) 

where a*=[a/?, fl*=~/?, 3,*=0~/?, k*=(k,i+kr?~*)/L 
k,*=kr?fl*/~ and k~=k#'y*/L 

Let us further set I*=X/ff, I**=Y/Y, and O*=Z/Z, where 
X, Y, and Z are the solution ranges of X, Yand Z. Assuming 
external and stochastic forcing have a significant primary 
effect only in driving the CO z concentration measured by 

we can write the dynamical system (11), (13) and (14) in 
terms of X, Yand Z, as follows: 

d0' 
dt =c~ I' - c20' +F o (14) 

where F o denotes direct external forcing of 0 perhaps due 
to varying geothermal fluxes. 

Equations (5), (7), (11), (13) and (14) constitute a closed 
system in the five variables, 6 ' ,  r ' , / z ' ,  I ' ,  and 0 ' ,  pro- 
viding we specify the coefficients and forcing functions. In 
principle, because these variables are heavily averaged 
over a great deal of aperiodic variability, stochastic forcing 
terms should be included in each equation (Saltzman 
1982). 

dX 
dr* - a l Y - ~ 2 Z _ a 3 y  2 (17) 

dY 
dt* - - fl~ (X 2 +O.O04Y2)Y+Fr (18) 

dZ 
d~ =X--'~2Z (19) 

where r* is a nondimensional time coordinate defined by 
t=t*t ([=characteristic time scale), Fr=ffFJ/2, 
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Fig. 3. Comparison of our solution for 
atmospheric carbon dioxide concentra- 
tion/* (solid curve) with the variations 
inferred by Shackleton and Pisias (1985) 
from A~BC data for core V19-30 
(dashed curve), in units normalized to a 
range of unity 

that/z should be strongly correlated with mean ocean sur- 
face temperature r.) 

It is of particular interest that the fit to the 6180 curve is 
markedly improved from that which is possible by con- 
sidering I alone over the period between 125 and 75 kyr BP 
(Stage 5) where the Dodge et al. (1983) sea-level results in- 
dicate that temperature effects are probably required. 
Another interesting feature of this best-fit curve is the 
minimum of 6 at 6 kyr BP; although the composite SPEC- 
MAP curve does not show this minimum there are many in- 
dividual cores (e. g., V28-238, Shackleton and Opdyke 
1973; V34-88, Prell 1984) that do reveal this minimum 
associated with the well-known "climatic optimum". In 
Saltzman (1986) it is shown that many other properties of 
the solution for 6 agree with the observations, notably the 
bimodal histogram, the red-like variance spectrum with 
significant peaks near 100, 41, 23 and 19 kyr periods, and 
an attractor dimension near 3.0. 

3) Given the above values of k*, k* and k~, observa- 
tional estimates of the characteristic maximum ranges, 
i .e. ,  ~=5 K (e.g., see Fig. la), I~5.0xl0mkg (Flint 
1971), and ~1 .8%o (Imbrie et al. 1984), and the values 
given in the introduction for k, and kr, the values of c~*/~ * 

and 3'* appearing in the relation for r* (15), are completely 
determined. These are ~*=0.53, ~ *=0.52, and 3'*=0.76. 
In Fig. 5 we show the curve obtained for the variations 
of ~ -  7-* (dashed line) using these derived coefficients, 
compared with the SPECMAP 6180 curve. The similarity 
of this figure with the T s curve shown in Figure la is strik- 
ing (for another example, see Morley and Shackleton 1985, 
core RC 13-228). Thus, we have demonstrated that for the 
above values of c~* ~ and 3'* and for the other prescribed 
parameters, the system (15)-(19) can yield a solution 
replicating the SPECMAP 6180 curve, and predict 
associated variations of ice mass I, carbon dioxide/z, deep 
ocean temperature 0, and mean ocean surface temperature 
r that are plausible in view of observations. The values of 
o~* ~ * and 3'* can, in principle, be tested by a series of in- 
dependent GCM sensitivity experiments. For example, if 
we take/2=200 ppm our value of ~* implies a sensitivity 
(=-Or/Otz)=0.013 K(ppm) -1 which is reasonable in view 
of the CO2-doubling experiments (US National Academy 
of Sciences, 1982). 

As an application, given this evolution of r* we are in 
a position to use (1) for a representative location where 
T~ = r, or its nondimensional form, 
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Fig. 4. Best-fit solution for 61So, 6"=[1 .16  
I* -0 .31 /z* -0 .440" ]  (solid curve), compared 
with SPECMAP 6180 record of Imbrie et al. 
1984 (dashed curve), both in nondimensional 
units 
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Fig. 5. Characteristic variation of surface tem- 
perature r * ---- T* (dashed curve), in nondimen- 
sional units, consistent with the best-fit 61So so- 
lution shown in Fig. 3. The SPECMAP 6180 
record is the solid curve. Note the similarity of  
this variation of Ts*, relative to 6180, with that 
shown in Fig. 1 for the South Indian Ocean cores 

Barry Saltzman: Carbon dioxide and the delta18O record of late-
Quaternary climatic change: a global model (Clim Dyn, 1:77–85, 1987)

100 kyr cycle from toy “Earth system” models

A great fit to observations can be overdone…:

Comparison of solution for atmospheric carbon dioxide concentration (solid) with the 
variations inferred by Shackleton and Pisias (1985) for core V19-30 (dashed).
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markedly improved from that which is possible by con- 
sidering I alone over the period between 125 and 75 kyr BP 
(Stage 5) where the Dodge et al. (1983) sea-level results in- 
dicate that temperature effects are probably required. 
Another interesting feature of this best-fit curve is the 
minimum of 6 at 6 kyr BP; although the composite SPEC- 
MAP curve does not show this minimum there are many in- 
dividual cores (e. g., V28-238, Shackleton and Opdyke 
1973; V34-88, Prell 1984) that do reveal this minimum 
associated with the well-known "climatic optimum". In 
Saltzman (1986) it is shown that many other properties of 
the solution for 6 agree with the observations, notably the 
bimodal histogram, the red-like variance spectrum with 
significant peaks near 100, 41, 23 and 19 kyr periods, and 
an attractor dimension near 3.0. 

3) Given the above values of k*, k* and k~, observa- 
tional estimates of the characteristic maximum ranges, 
i .e. ,  ~=5 K (e.g., see Fig. la), I~5.0xl0mkg (Flint 
1971), and ~1 .8%o (Imbrie et al. 1984), and the values 
given in the introduction for k, and kr, the values of c~*/~ * 

and 3'* appearing in the relation for r* (15), are completely 
determined. These are ~*=0.53, ~ *=0.52, and 3'*=0.76. 
In Fig. 5 we show the curve obtained for the variations 
of ~ -  7-* (dashed line) using these derived coefficients, 
compared with the SPECMAP 6180 curve. The similarity 
of this figure with the T s curve shown in Figure la is strik- 
ing (for another example, see Morley and Shackleton 1985, 
core RC 13-228). Thus, we have demonstrated that for the 
above values of c~* ~ and 3'* and for the other prescribed 
parameters, the system (15)-(19) can yield a solution 
replicating the SPECMAP 6180 curve, and predict 
associated variations of ice mass I, carbon dioxide/z, deep 
ocean temperature 0, and mean ocean surface temperature 
r that are plausible in view of observations. The values of 
o~* ~ * and 3'* can, in principle, be tested by a series of in- 
dependent GCM sensitivity experiments. For example, if 
we take/2=200 ppm our value of ~* implies a sensitivity 
(=-Or/Otz)=0.013 K(ppm) -1 which is reasonable in view 
of the CO2-doubling experiments (US National Academy 
of Sciences, 1982). 

As an application, given this evolution of r* we are in 
a position to use (1) for a representative location where 
T~ = r, or its nondimensional form, 

+ I . 0  I I I I 

63", 

- 1 . 0  I I t I  9 
5 0 0  4 0 0  3 0 0  2 0 0  100  

T I M E  (kY,-. B . P . )  

Fig. 4. Best-fit solution for 61So, 6"=[1 .16  
I* -0 .31 /z* -0 .440" ]  (solid curve), compared 
with SPECMAP 6180 record of Imbrie et al. 
1984 (dashed curve), both in nondimensional 
units 

+ 1 . 0  I I I I 

- 1 . 0  I I -  / I 
5 0 0  4 0 0  3 0 0  2 0 0  1 0 0  

T I M E  ( k Y r  B . P . )  

Fig. 5. Characteristic variation of surface tem- 
perature r * ---- T* (dashed curve), in nondimen- 
sional units, consistent with the best-fit 61So so- 
lution shown in Fig. 3. The SPECMAP 6180 
record is the solid curve. Note the similarity of  
this variation of Ts*, relative to 6180, with that 
shown in Fig. 1 for the South Indian Ocean cores 

Barry Saltzman: Carbon dioxide and the delta18O record of late-
Quaternary climatic change: a global model (Clim Dyn, 1:77–85, 1987)

100 kyr cycle from toy “Earth system” models

A great fit to observations can be overdone…:

Comparison of solution for atmospheric carbon dioxide concentration (solid) with the 
variations inferred by Shackleton and Pisias (1985) for core V19-30 (dashed).

Unfortunately, the ice core record that came out soon after that, looks very different:
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atmosphere, large accumulation.
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decreases.

Cooling leads to sea ice formation, 
ice albedo feedback causes switch-
like rapid sea ice growth.  
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“Sea ice switch” glacial mechanism
Interglacial, no ice, warm 
atmosphere, large accumulation.

Land ice sheets grow, temperature 
decreases.

Cooling leads to sea ice formation, 
ice albedo feedback causes switch-
like rapid sea ice growth.  

Cold, dry, weak accumulation, 
ablation continues.  Land ice 
retreats.
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Gildor and Tziperman, ~2000

“Sea ice switch” glacial mechanism
Interglacial, no ice, warm 
atmosphere, large accumulation.

Land ice sheets grow, temperature 
decreases.

Cooling leads to sea ice formation, 
ice albedo feedback causes switch-
like rapid sea ice growth.  

Cold, dry, weak accumulation, 
ablation continues.  Land ice 
retreats.

Sea ice melts, first slowly then again 
abruptly due to sea ice feedbacks. 
Back to initial state.



Sea ice ‘pancakes’
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Mechanism predicts a hysteresis 
between sea ice & land ice

Currently, only sea ice proxy at a 
single time slice, LGM (21kyr) 
exists. (Anne de Vernal et al, 2000)

Land ice

S
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LGM

Inter-
glacial 90 kyr

100 yr
100 yr

10 kyr

This mechanism, unlike many 
others, is falsifiable:  need to 
examine phase between land ice 
& sea ice.  

Observational evidence for sea ice switch?



Insolation-driven glacial hysteresis 
(Abe-Ouchi et al 2013)

Kirstin Koepnick

This represents a case where there would have been no glacial oscillations without 
time-varying Milankovitch forcing.

A coupled ice-sheet climate model shows a hysteresis loop with insolation.  
When Insolation varies with Milankovitch forcing, this leads to glacial-like oscillations



Insolation-driven glacial hysteresis 
(Abe-Ouchi et al 2013)

Fig 2b: Ice volume as a function of 
insolation. Showing hysteresis loop (upper 
branch in red, lower in blue), and model 
trajectory (black) for last 122 kyr under 
time-dependent Milankovitch insolation.

Ice volume time series and 
spectrum for observations (1c) 
and model run for the last 400 
kyrs (1e).

Kirstin Koepnick

This represents a case where there would have been no glacial oscillations without 
time-varying Milankovitch forcing.

A coupled ice-sheet climate model shows a hysteresis loop with insolation.  
When Insolation varies with Milankovitch forcing, this leads to glacial-like oscillations
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Milankovitch forcing:  

“pacemaker” = nonlinear phase locking? 

First: analysis of phase locking of fireflies

10 December 1976, Volume 194, Number 4270 SCIENCE 

Variations in the Earth's Orbit: 
Pacemaker of the Ice Ages 

For 500,000 years, major climatic changes have 
followed variations in obliquity and precession. 

J. D. Hays, John Imbrie, N. J. Shackleton 

For more than a century the cause of 
Jctuations in the Pleistocene ice sheets 
1S remained an intriguing and unsolyed 
;ientific mystery. Interest in this prob-
:m has generated a number of possible 
"planations (1, 2). One group of theo-
,es invokes factors external to the cli-
late system, including variations in the 
utput of the sun, or the amount of solar 
nergy reaching the earth caused by 
hanging concentrations of interstellar 
lust (3); the seasonal and latitudinal dis-
li.bution of incoming radiation caused by 
!hanges in the earth's orbital geometry 
:#); the volcanic dust content of the atmo-, . 
,Jphere (5); and the earth's magneUc field 

Other theories are based on internal 
:lements of the system believed to have 
1esponse times sufficiently long to yield 
3uctuations in the range 104 to 106 years. 

features include the growth and 
jecay of ice sheets (7), the surging of the 
A.ntarctic ice sheet (8); the ice cover of 
the Arctic Ocean (9); the distribution of 
carbon dioxide between atmosphere and 
ocean (10); and the deep circulation of 
the ocean (11). Additionally, it has been 
argued that as an almost intransitive 
system, climate could alternate between 
different states on an appropriate time 
scale without the intervention of any ex-
!ternal stimulus or internal time constant 
P2). 

Among these ideas, only the orbital 
10 DECEMBER 1976 

hypothesis has been formulated so as to 
predict the frequencies of major Pleisto-
cene glacial fluctuations. Thus it is the 
only explanation that can be tested geo-
logically by determining what these fre-
quencies are. Our main purpose here is 
to make such a test. 

Previous work has provided strong 
suggestive evidence that orbital changes 
induced climatic change (13-20). How-
ever, two primary obstacles have led to 
continuing controversy. The first is the 
uncertainty in identifying which aspects 
of the radiation budget are critical to 
climatic change. Depending on the lati-
tude and season considered most signifi-
cant, grossly different climatic records 
can be predicted from the same astro-
nomical data. Milankovitch (4) followed 
Koppen and Wegener's (21) view that 
the distribution of summer insolation (so-
lar radiation received at the top of the 
atmosphere) at 65°N should be critical to 
the growth and decay of ice sheets. 
Hence the curve of summer insolation at 
this latitude has been taken by many as a 
prediction of the world climate curve. 
Kukla (19) has pointed out weaknesses 
in Koppen and Wegener's proposal and 
has suggested that the critical time may 
be September and October in both hemi-
spheres .. However, several other curves 
have been supported by plausible argu-
ments. As a result, dates estimated for 

the last interglacial on the basis of these 
curves have ranged from 80,000 to 
180,000 years ago (22). 

The second and more critical problem 
in testing the orbital theory has been the 
uncertainty of geological chronology.-
Until recently the inaccuracy of dating 
methods limited the interval over which 
a meaningful test could be made to the 
last 150,000 years. Hence the most con-
vincing arguments advanced in support 
of the orbital theory to date have been 
based on the ages of 80,000, 105,000, and 
125,000 years obtained for coral terraces 
first on Barbados (15) and later on 
Guinea (23) and Hawaii (24). These struc-
tures record episodes of high sea level 
(and therefore low ice volume) at times 
predicted by the Milankovitch theory. 
Unfortunately, dates for older terraces 
are too uncertain to yield a definitive test 
(25). 

More climatic information is provided 
by the continuous records from deep-sea 
cores, especially the oxygen isotope rec-
ord obtained by Emiliani (26). However, 
the quasi-periodic nature of both the iso-
topic and insolation curves, and the un-
certain chronology of the older geologic 
records, have combined to render plau-
sible different astronomical interpre-
tations of the same geologic data (13, 14, 
17,27). 

Strategy 

All versions of the orbital hypothesis 
of climatic change predict that the obliq-
uity of the earth's axis (with a period of 
about 41,000 years) and the precession of 
the equinoxes (period of about 21,000 
years) are the underlying, controlling 
variables that influence climate through 
their impact on planetary insolation. 
Most of these hypotheses single out 
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Doherty professor of oceanography, Brown Univer-
sity, Providence, Rhode Island 02912. N. J. Shackle-
ton is on the staff of the Sub-department of Quaterna-
ry Research, Cambridge University, Cambridge, 
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Three “successful” glacial models: 1
Saltzman, Hansen and Maasch, 1984: glacial cycles are due to the 
interaction of land ice, ice shelves and deep ocean temp.  
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➢Paillard 1998: 3 steady states, one equation, transition between steady 
states based on Milankovitch forcing. 

➢Glacial cycles are due to jumps between steady states (of THC?) forced 
by Milankovitch 
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Gildor and Tziperman 2000: “sea ice switch”: land ice grows during warm 
periods (small sea ice cover) and retreats during cold periods (large sea ice 
cover);

(Ashkenazy & Tziperman 2004)

0.5Ma to present). The relatively good correspondence
between the model results and the 40 kyr glacial cycles is
supplemented by the reasonable 100 kyr cycles after the
mid-Pleistocene transition, created due to the specified
increase in the parameter Vmax.

In Fig. 5b we plot the orbitally tuned data versus the
model’s output. Here, the agreement between data and
model is significantly better. We summarize the correla-
tion coefficients of the different segments of the data in
Table 2 values in brackets. This better agreement
suggests that if indeed Milankovitch forcing influences
the glacial–interglacial oscillations it is through the
phase-locking mechanism. Unfortunately, the current
precision for the dating of the proxy records does not

allow to accurately determine the role of Milankovitch
forcing on the timing of the ice-ages.

In any case, our objective here is not to present (yet
another) good fit to proxy records. We do wish to make
the point that the asymmetry of the self-sustained model
oscillations prior to the mid-Pleistocene transition is
similar to that of the observed proxy record (Fig. 6). We
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Fig. 5. (a) A simulation of the mid-Pleistocene transition. The model is
run with Milankovitch forcing (65!N July insolation) for the past
3Ma. Motivated by proxy observations, the maximal ice volume
threshold before 1Ma ago is set to " 2=3 of the maximal ice volume of
the last 0.8Ma; i.e., Vmax ¼ 28$ 106 km3 before 1Ma ago, increases
linearly to Vmax ¼ 45$ 106 km3 at 0.81Ma ago and remain constant
later on. A proxy record that is not orbitally tuned (DSDP 607, black
curve) is shown with the normalized model data (gray curve). (b) Same
as (a) but for orbitally tuned chronology (Raymo et al., 1989;
Ruddiman et al., 1989). Here the agreement between the data and the
model is better than for the non-orbitally tuned data, most probably
due to the calibration of the data with Milankovitch forcing. (c)
Enlargement of a segment (1.6–1Ma ago) from the 40 kyr oscillation
era shown in (b). (d) Enlargement of a segment from the 100 kyr
oscillations (the last 0.5Ma) shown in (b). The correlation coefficients
between the data and the model are summarized in Table 2.

Table 2
A summary of the correlation coefficients between the data (DSDP 607
and ODP 677) and the model as shown in Fig. 5a

2.5–0Ma ago 1.6–1Ma ago 0.5–0Ma ago

DSDP607 vs. Model 0.26 (0.39) 0.11 (0.47) 0.62 (0.64)
ODP677 vs. Model 0.23 (0.53) 0.12 (0.57) 0.33 (0.73)
DSDP607 vs. ODP677 0.36 (0.67) %0.1 (0.73) 0.51 (0.73)

The value in brackets are the correlation coefficients for the orbitally
tuned records ODP 677 (Shackleton et al., 1990) and DSDP 607
(Ruddiman et al., 1989; Raymo et al., 1989) (shown in Figs. 5b–d);
these values indicate better correspondence between the data and the
model, most probably due to phase-locking to Milankovitch.
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Fig. 6. (a) Analysis of the asymmetry of the model’s ice volume time
series from 2.5 to 1Ma ago, shown in Fig. 5. The asymmetry of the
model’s ice volume is similar to the asymmetry curve obtained from the
data (Figs. 3a and b). The asymmetry of the model is again
significantly different from that of the symmetric surrogate data,
indicating that the model’s ice volume signal is indeed asymmetric. (b)
Power spectrum of the model’s ice volume time series shown in Fig. 5
for the time period 2.5–1Ma ago. The pronounced peak of 41 kyr is
associated with the obliquity frequency and the 23 and 19 kyr
secondary peaks are associated with the precessional frequency. (c)
Same as (b), but for the past 0.8Ma. Here, the most dominant
frequency of 100 kyr is due to the self-sustained internal model
dynamics. The obliquity and precession frequencies are still present,
but are less pronounced.

Y. Ashkenazy, E. Tziperman / Quaternary Science Reviews 23 (2004) 1879–1890 1885
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The answer: It's “nonlinear phase locking”: (Hyde&Peltier 
1987; Gildor&Tziperman 2000; Ashkenazy&Tziperman 2004)

1665, Christiaan Huygens, Dutch mathematician, astronomer and physicist. 
While working on design of precise pendulum clocks, suitable for 
determination of a ship coordinates in the sea, he observed and described 
synchronization of two clocks placed on a common support.  
http://www.agnld.uni-potsdam.de/~mros/synchro.html 

The question (Saltzman, Hansen & Maasch 1984): “How does small 
amplitude periodic forcing control phase in a  complex nonlinear 
oscillatory system, and is there a good physical interpretation for this 
phase locking phenomenon?”

http://www.agnld.uni-potsdam.de/~mros/synchro.html
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➢ Coincidences?  No… It's nonlinear phase locking/ nonlinear resonance 
aided by tidal friction. 

➢ Linear resonance: 1:1 ratio between forcing and response; 
➢ Nonlinear resonance: p:q ratio with p,q any integers.

Moon always faces Earth: makes one rotation 
around its axis for every rotation around Earth.  

Examples of nonlinear phase locking: 1/3

The planet Mercury turns three times 
for every two orbits around the Sun, 
this is a 2:3 nonlinear resonance

https://www.britannica.com/list/where-did-the-moon-come-from  
© Paul Morley/Fotolia

NASA,  
https://www.cronodon.com/PlanetTech/mercury.html 

https://www.britannica.com/list/where-did-the-moon-come-from
https://www.cronodon.com/PlanetTech/mercury.html
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Examples of nonlinear phase locking: 2/3 
Crowd synchrony on the Millennium Bridge 
Footbridges start to sway when packed with pedestrians falling into step with 
their vibrations. (Strogatz et al 2005)

Bridge 
and pedestrians 

affecting each other nonlinearly
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Examples of nonlinear phase locking: 3/3

Simplest model of a periodically  
forced pendulum: 

Circle map & Arnold Tongues
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Another demonstration of nonlinear phase locking

https://www.youtube.com/watch?v=W1TMZASCR-I  
Alireza Bahraminasab

https://www.youtube.com/watch?v=W1TMZASCR-I
https://www.youtube.com/user/abahraminasab
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Another demonstration of nonlinear phase locking
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Another demonstration of nonlinear phase locking
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Alireza Bahraminasab
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Phase locking of glacial cycles

Why has it been so simple to 
fit SPECMAP?  
Because glacial cycles are phase 
locked to Milankovitch forcing, 
and so are the models; not 
because the model's mechanism 
is correct... 
➨ Try to better understand 
nonlinear phase locking... 

Diagram by Christian Huygens (1665)
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Required ingredients:  

Nonlinear oscillator(s): that can change its frequency as function of its 
amplitude); 
Dissipation: “erases” memory of initial conditions & enables phase locking 
(radiative cooling in atm, glacial basal friction, ocn viscosity...)

(a) model solution(s) w/0 
Milankovitch forcing 

(b) with Milankovitch forcing, all initial 
conditions converge to a single time series 
that fits the observed ice volume record

Tziperman, Raymo, Huybers, Wunsch 2006
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Phase between Milankovitch and ice volume
“Recent well dated proxies show that the phase of 
Milankovitch forcing during the terminations of 18 kyr BP 
and 135 kyr BP are not the same…" [Gallup et al, Science 2002]

Perhaps Milankovitch forcing doesn't have to be the same during all 
terminations even if Milankovitch forcing paces the cycles?
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Phase between Milankovitch forcing and glacial 
terminations

phases during a model run 
forced by 65N July radiation:

And by a pure 40 kyr sine 
wave insolation curve

➨ Phase of Milankovitch forcing is not the same during different terminations, 
due to the irregular structure of the Milankovitch forcing.  Still, Milankovitch 
forcing sets time of terminations via phase locking!

Model ice 
volume during 
all terminations

Milankovitch 
forcing  during all 
terminations

Tziperman, Raymo, Huybers, Wunsch 2006
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The 41Ky problem and integrated insolation
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Imbrie et al (1992), Muller and MacDonald (2001), Nisancioglu (2004), and 
many others

The 41Ky problem

41Ky 23-18Ky100Ky

Peter Huybers



Eli Tziperman, EPS 231, Climate dynamics
Representing the relationship between insolation, temperature and ablation

Peter Huybers

ablation is known to be correlated with PDD

assuming insolation determines surface ice temperature, define summer energy 
similarly to PDD,

Braithwaite (1984), Paterson (1994)
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In class workshop

Do we expect the insolation threshold to be larger or smaller for a warmer climate?
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summer energy (giga-Joules/m2)

summer intensity (W/m2)

Summer energy is strongly correlated with Positive degree days and 
insolation, but maximum summer insolation is not!

Peter Huybers
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positive degree days

summer energy (giga-Joules/m2)

summer intensity (W/m2)

Summer energy is strongly correlated with Positive degree days and 
insolation, but maximum summer insolation is not!

Peter Huybers
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Milankovitch forcing: precession+eccentricity

schematic from https://www.sciencefacts.net/keplers-laws.html 

In-class workshop 
Use Kepler’s laws to explain qualitatively why the integrated summer 
insolation above a threshold is expected to be independent of precession 

Kepler Laws: 
(1) planets move in elliptical orbits with the Sun as a focus,  
(2) a planet covers the same area of space in the same amount of time no 

matter where it is in its orbit

https://www.sciencefacts.net/keplers-laws.html


Eli Tziperman, EPS 231, Climate dynamicsSummer intensity and duration 
Summer duration & intensity are anti-correlated: just 
when Earth is closest to the sun during summer, 
summertime is the shortest (Kepler*). When intensity is 
integrated over the summertime, precession-related 
changes in duration and intensity nearly balance one 
another, and the obliquity component is dominant. 
(*) a line connecting a planet & the sun sweeps out 
equal areas during equal intervals of time, due to 
angular momentum conservation

Peter Huybers

Insolation intensity & summer duration are anti-correlated during 
precession cycles
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100Ky                  41Ky                    23-18Ky

Early Pleistocene summer energy and the rate of ice-volume change

High threshold: integrated insulation=peak summer intensity, precession 
dominates;  Low threshold: obliquity dominates.   
Cold climate: need a high threshold for representing melting temperature; 
Warm climate: need only a low threshold. 
➔ Relevant to the mid-Pleistocene transition from 41kyr to 100kyr ??Peter Huybers
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Glacial CO2 variations

https://commons.wikimedia.org/wiki/
File:Ice_Age_Temperature.png 

https://commons.wikimedia.org/
wiki/File:Temperature-change-and-
carbon-dioxide-change-measured-
from-the-EPICA-Dome-C-ice-core-

in-Antarctica-v2.jpg 

Variations of temperature, 
ice volume and CO2

https://commons.wikimedia.org/wiki/File:Ice_Age_Temperature.png
https://commons.wikimedia.org/wiki/File:Ice_Age_Temperature.png
https://commons.wikimedia.org/wiki/File:Temperature-change-and-carbon-dioxide-change-measured-from-the-EPICA-Dome-C-ice-core-in-Antarctica-v2.jpg
https://commons.wikimedia.org/wiki/File:Temperature-change-and-carbon-dioxide-change-measured-from-the-EPICA-Dome-C-ice-core-in-Antarctica-v2.jpg
https://commons.wikimedia.org/wiki/File:Temperature-change-and-carbon-dioxide-change-measured-from-the-EPICA-Dome-C-ice-core-in-Antarctica-v2.jpg
https://commons.wikimedia.org/wiki/File:Temperature-change-and-carbon-dioxide-change-measured-from-the-EPICA-Dome-C-ice-core-in-Antarctica-v2.jpg
https://commons.wikimedia.org/wiki/File:Temperature-change-and-carbon-dioxide-change-measured-from-the-EPICA-Dome-C-ice-core-in-Antarctica-v2.jpg
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notes 
The ocean carbonate system
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Atmospheric CO2(g) is in equilibrium with 
dissolved CO2(aq), (Henry’s Law) 

The ocean carbonate system

-1---
0---

+1---

available fossil fuel reservoirs estimated at 5000GtC, there is a potential
for a significantly larger future disruption of the carbon cycle.

(1)

(4)

(3)

(2)

(5)

(6) (7)

æóã THE CARBONATE SYSTEM
Our objective is to find the relation between atmospheric CO2, dissolved CO2,
CO2�

3 , ocean pH, and other related variables. We start by introducing the rel-
evant chemical reactions that are part of the ocean carbonate system. Carbon
dioxide is soluble in water, and its dissolution occurs in two steps. First, Henry’s
law states that atmospheric CO2(g) concentration is in equilibrium with dis-
solved CO2(aq),

*Pk.;/⌦*Pk.�[/;

and then its reaction with water is given by

*Pk.�[/ C >kP⌦>k*Pj .+�`#QMB+ �+B//:

Because it is difficult to distinguish between CO2(aq) and H2CO3, they are
treated together as a single variable defined as

>k*P⇤
j .⌘ *P⇤

k / ⌘ *Pk.�[/ C >k*Pj: (5.3)

In terms of this variable, Henry’s law is

*Pk.;/⌦>k*P⇤
j : (5.4)

82 j CHAPTER 5
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unknowns and equations) and the concentrations of the different ions can be
calculated. Consider these two constraints in some detail now.

Total CO2

The number of moles carbon atoms per liter (.*=M) is given by the sum of the
different species of the carbonate system,
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Now, carbonic acid is a weak diprotic acid (diprotic acids are able to release two
protons),
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Defining the alkalinity to be the negative of the first line, we have

"ML⌘
⇥
>*P�

j
⇤

C k
⇥
*Pk�

j
⇤

C
⇥
>"P�

j
⇤

C ŒP>�ç �
⇥
>C⇤

D
⇥
L�C⇤

C
⇥
EC⇤

C k
⇥
J;kC⇤

C k
⇥
*�kC⇤

� Œ*H�ç

� k
⇥
aPk�

9
⇤

�
⇥
LP�

j
⇤

: (5.9)

Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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æóãóâ Carbonate system equations

To perform calculations, we write the above carbonate system reactions as the
following set of equations using the equilibrium constants. The six unknowns
are
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where we remember that
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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available fossil fuel reservoirs estimated at 5000GtC, there is a potential
for a significantly larger future disruption of the carbon cycle.
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æóã THE CARBONATE SYSTEM
Our objective is to find the relation between atmospheric CO2, dissolved CO2,
CO2�

3 , ocean pH, and other related variables. We start by introducing the rel-
evant chemical reactions that are part of the ocean carbonate system. Carbon
dioxide is soluble in water, and its dissolution occurs in two steps. First, Henry’s
law states that atmospheric CO2(g) concentration is in equilibrium with dis-
solved CO2(aq),

*Pk.;/⌦*Pk.�[/;

and then its reaction with water is given by

*Pk.�[/ C >kP⌦>k*Pj .+�`#QMB+ �+B//:

Because it is difficult to distinguish between CO2(aq) and H2CO3, they are
treated together as a single variable defined as

>k*P⇤
j .⌘ *P⇤

k / ⌘ *Pk.�[/ C >k*Pj: (5.3)

In terms of this variable, Henry’s law is

*Pk.;/⌦>k*P⇤
j : (5.4)
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Now, carbonic acid is a weak diprotic acid (diprotic acids are able to release two
protons),

>k*P⇤
j ⌦>C C >*Pj

� (5.5)

>*P�
j ⌦>C C *Pj

k�: (5.6)

Finally, water dissociation is given by

>kP⌦>C C P>�: (5.7)

In order to solve for the six unknown concentrations of CO2(g), H2CO⇤
3 ,

HCO�
3 , CO2�

3 , OH�, HC, we so far have only four reactions that will later be
written as explicit equations: (5.4), (5.5), (5.6), and (5.7). We therefore need
to specify two more constraints. One is mass conservation for the total num-
ber of carbon atoms, expressed via a quantity known as total dissolved inorganic
carbon (DIC), also referred to as total CO2 and denoted ˙CO2 or $5 , which
is conserved in the above reactions. The other constraint is the conservation
of electric charge, which again must be satisfied by the above reactions and is
expressed via a parameter calledBMLBMJOJUZ ("ML).$5 and"ML arebothmeasurable
quantities for which one can write conservation equations affected by various
sources and sinks, as well as by the movement and mixing of water masses.
Once DIC and alkalinity are specified at a given location in the ocean, the car-
bonate system is completely determined (that is, there are the same number of
unknowns and equations) and the concentrations of the different ions can be
calculated. Consider these two constraints in some detail now.

Total CO2

The number of moles carbon atoms per liter (.*=M) is given by the sum of the
different species of the carbonate system,
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Defining the alkalinity to be the negative of the first line, we have
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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æóãóâ Carbonate system equations

To perform calculations, we write the above carbonate system reactions as the
following set of equations using the equilibrium constants. The six unknowns
are
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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Defining the alkalinity to be the negative of the first line, we have
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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æóãóâ Carbonate system equations

To perform calculations, we write the above carbonate system reactions as the
following set of equations using the equilibrium constants. The six unknowns
are
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,

"ML$ D
⇥
>*P�

j
⇤

C k
⇥
*Pj

k�⇤
C ŒP>�ç �

⇥
>C⇤

(5.17)

$5 D
⇥
>*P�

j
⇤

C
⇥
*Pk�

j
⇤

C
⇥
>k*P⇤

j
⇤
: (5.18)

Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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Defining the alkalinity to be the negative of the first line, we have
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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æóãóâ Carbonate system equations

To perform calculations, we write the above carbonate system reactions as the
following set of equations using the equilibrium constants. The six unknowns
are
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where we remember that
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
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Defining the alkalinity to be the negative of the first line, we have
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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æóãóâ Carbonate system equations

To perform calculations, we write the above carbonate system reactions as the
following set of equations using the equilibrium constants. The six unknowns
are
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(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
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below, and then further approximate it as shown in the second line,
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration

86 j CHAPTER 5

Alk

: the ocean 
temperature, salinity, 
and pressure where 
the carbonate system 
is solved.

T, S, p



Global Warming Science 101, Acidification, Eli Tziperman

Charge conservation (alkalinity)

Mass conservation (total CO2)

plus the carbonate equations

Complete equations for the ocean carbonate system

-1---
0---

+1---

,2.5; 4; Q/ D
⇥
>C⇤ ⇥

*Pk�
j

⇤
⇥
>*P�

j
⇤ (5.15)

,X.5; 4; Q/ D
⇥
>C⇤

ŒP>�ç : (5.16)

For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,

"ML$ D
⇥
>*P�

j
⇤

C k
⇥
*Pj

k�⇤
C ŒP>�ç �

⇥
>C⇤

(5.17)

$5 D
⇥
>*P�

j
⇤

C
⇥
*Pk�

j
⇤

C
⇥
>k*P⇤

j
⇤
: (5.18)

Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
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The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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æóãóâ Carbonate system equations

To perform calculations, we write the above carbonate system reactions as the
following set of equations using the equilibrium constants. The six unknowns
are
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Defining the alkalinity to be the negative of the first line, we have
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
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with a volume of water with each particular value of the prescribedDIC.We use
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Alkalinity ismeasured in units of&RVJW=M, which is the sumof ion concentrations
(e.g., inmicromoles per liter), eachmultiplied by their charge.Wewill see below
that the concentrations of HC andOH� are very small, and we approximate the
alkalinity by what is known as the DBSCPOBUF BMLBMJOJUZ, as defined in the first line
below, and then further approximate it as shown in the second line,
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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Carbonate system solution

Figure 5.4: The response of pH and carbonate 
ion to CO2 increase. 

The solution of the carbonate system for a fixed 
alkalinity as in Figure 5.3, showing the ocean pH 
(blue) and the carbonate ion CO3

2− concentration 
(red) as a function of atmospheric CO2.
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species as a function of pH for a fixed 
alkalinity. 
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For the values of pH at present/near future:

Approximate solution of the carbonate system 
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'JHVSF ����The solution of the carbonate system,
showing the concentration of carbonate species as a function of pH for a fixed alkalinity.

as the atmospheric CO2(g) increases. An even better understanding of the sys-
tem can be developed by considering an approximate set of carbonate system
equations that can be solved directly, as we do in the next section.

æóãóã Approximate solution of the carbonate system

Consider an approximate solution to the carbonate system that allows us to bet-
ter understand the response of the system to increased atmospheric CO2 in a
future global warming scenario.The approximation used here is valid only at pH
values around 8, and for small perturbations to the observed level of oceanDIC,
and is consistentwith theoceanpHvalues at present or those that are anticipated
in the coming decades. For this pH range we may assume
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The ions on the left are measured in hundreds to thousands of micromoles per
liter (Figure 5.3). The smallness of
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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ear system of equations, and it may be solved numerically. Note that instead of
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variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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For typical values of these reaction coefficients on the LHS, which depend on
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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For typical values of these reaction coefficients on the LHS, which depend on
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The solution of the carbonate system for a fixed alkalinity as in Figure 5.3, showing the ocean
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3 concentration (red) as a function of atmospheric CO2.
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'JHVSF ����The solution of the carbonate system,
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as the atmospheric CO2(g) increases. An even better understanding of the sys-
tem can be developed by considering an approximate set of carbonate system
equations that can be solved directly, as we do in the next section.

æóãóã Approximate solution of the carbonate system

Consider an approximate solution to the carbonate system that allows us to bet-
ter understand the response of the system to increased atmospheric CO2 in a
future global warming scenario.The approximation used here is valid only at pH
values around 8, and for small perturbations to the observed level of oceanDIC,
and is consistentwith theoceanpHvalues at present or those that are anticipated
in the coming decades. For this pH range we may assume
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The ions on the left are measured in hundreds to thousands of micromoles per
liter (Figure 5.3). The smallness of
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is small is clear fromthepH level,which
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⇠ Ry�3 mole/l. That ŒP>�ç is small is similarly deduced
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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which, using Henry’s law, gives
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We have now solved for all unknowns in terms of the equilibrium constants and
the specified total CO2 (DIC) and alkalinity. Given their definitions, total CO2

(DIC) is necessarily smaller than alkalinity in this approximation (see last two
lines in eqn 5.19), "ML$ >$5 . At the same time, the typical values given below
indicate that "ML$ < 2$5 . The last equation (5.24) therefore makes it clear, for
example, that if the DIC increases, the atmospheric CO2 increases as well; we
explore more such responses of the carbonate system to various perturbations
in the next section.

To calculate the numerical values of the above solution, onemayuse the typ-
ical values "MLD 2350 �mol/l, $5 D 2075 �mol/l, and the constants that are
derived for a temperature and salinity of5 D 15 °C and 4D 35 ppt, at a depth of
0m:,) D 0:0375mol/l/ppt,,1 D 1:15 � 10�6 mol/l,,2 D 7:43 � 10�10 mol/l,
,X D 2:37 � 10�14 (mol/l)2; the calcite and aragonite solubility constants are
,TQ;D D 4:31 � 10�7 (mol/l)2 and ,TQ;B D 6:72 � 10�7 (mol/l)2, correspondingly.
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The solution of the carbonate system for a fixed alkalinity as in Figure 5.3, showing the ocean
pH (blue) and the carbonate ion CO2�

3 concentration (red) as a function of atmospheric CO2.
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as the atmospheric CO2(g) increases. An even better understanding of the sys-
tem can be developed by considering an approximate set of carbonate system
equations that can be solved directly, as we do in the next section.

æóãóã Approximate solution of the carbonate system

Consider an approximate solution to the carbonate system that allows us to bet-
ter understand the response of the system to increased atmospheric CO2 in a
future global warming scenario.The approximation used here is valid only at pH
values around 8, and for small perturbations to the observed level of oceanDIC,
and is consistentwith theoceanpHvalues at present or those that are anticipated
in the coming decades. For this pH range we may assume
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For typical values of these reaction coefficients on the LHS, which depend on
temperature 5, salinity 4, and pressure Q, see section 5.2.2. To close the system,
we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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we need two more equations, the definitions of carbonate alkalinity and total
CO2,
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Given the values of "ML$, $5 , ,) , ,1, ,2, and ,X, we can use the four car-
bonate system equations (5.13, 5.14, 5.15, 5.16) and the definitions of alkalinity
and total CO2 (5.17, 5.18) to solve for the six unknowns (5.11).This is a nonlin-
ear system of equations, and it may be solved numerically. Note that instead of
specifying"ML$ and$5 , we could have specified any twoof the carbonate system
variables, such as CO2(g) and "ML$ or $5 and pH. Once two are specified, the
rest are calculated using the above equations.

The solution of the carbonate system as a function of pH for a constant alka-
linity is shown in Figure 5.3. This figure was obtained by varying the DIC ($5),
specifying a fixed alkalinity, and solving for all variables for each value of $5 .
The calculated pH is then used as the Y-axis coordinate, as is customary for such
plots. As a reminder, the current average surface oceanpH is about 8.1.Note that
the carbonate ion (orange line), whose concentration controls the dissolution of
calcium carbonate via the saturation state (eqn 5.2), decreases significantly for
lowerpHvalues,while the concentrationof thebicarbonate ion (blue) increases.
This solution provides the information regarding the response of the carbon-
ate system as a function of pH required for us to calculate the ocean response
to increased CO2. The solution used to plot Figure 5.3 also includes the value
of the atmospheric CO2(g) concentration that would have been in equilibrium
with a volume of water with each particular value of the prescribedDIC.We use
this to plot pH and the carbonate ion concentration as a function of CO2(g) in
Figure 5.4, showing a significant reduction of the carbonate ion concentration
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Next, using the ,1 equation,
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which, using Henry’s law, gives
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We have now solved for all unknowns in terms of the equilibrium constants and
the specified total CO2 (DIC) and alkalinity. Given their definitions, total CO2

(DIC) is necessarily smaller than alkalinity in this approximation (see last two
lines in eqn 5.19), "ML$ >$5 . At the same time, the typical values given below
indicate that "ML$ < 2$5 . The last equation (5.24) therefore makes it clear, for
example, that if the DIC increases, the atmospheric CO2 increases as well; we
explore more such responses of the carbonate system to various perturbations
in the next section.

To calculate the numerical values of the above solution, onemayuse the typ-
ical values "MLD 2350 �mol/l, $5 D 2075 �mol/l, and the constants that are
derived for a temperature and salinity of5 D 15 °C and 4D 35 ppt, at a depth of
0m:,) D 0:0375mol/l/ppt,,1 D 1:15 � 10�6 mol/l,,2 D 7:43 � 10�10 mol/l,
,X D 2:37 � 10�14 (mol/l)2; the calcite and aragonite solubility constants are
,TQ;D D 4:31 � 10�7 (mol/l)2 and ,TQ;B D 6:72 � 10�7 (mol/l)2, correspondingly.
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'JHVSF ����The response of pH and carbonate ion to CO2 increase.
The solution of the carbonate system for a fixed alkalinity as in Figure 5.3, showing the ocean
pH (blue) and the carbonate ion CO2�

3 concentration (red) as a function of atmospheric CO2.

from the water dissociation equation (5.16) and the fact that ,X ⇠ 2 ⇥ 10�14

(mol/l)2.
With this approximation, let the carbonate system unknowns be the values

of the five concentrations Œ*Pk.;/ç,
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.
With a total of five unknowns (ŒP>�ç is not calculated, nor needed now), we
need five equations (the one for water dissociation is not needed),
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5.3 The carbonate system 71

5.3.4 Response to warming

Figure 5.5: Response of the carbonate system to warming, showing quanti-
ties as function of the ocean temperature, when the DIC and alkalinity are
assumed fixed. (a) Reaction constants normalized by their values at 10C.
(b) pH. (c) Atmospheric pCO2.

So far the ocean has been absorbing a significant fraction of the anthro-
pogenic CO2 emission, leading to the observed acidification, yet also to a
reduction in the greenhouse effect and warming that would have been expe-
rienced otherwise. However, a warming of the ocean would lead changes
in the solubility of CO2 in sea water, such that as the warming intensifies,
some dissolved CO2 will be released to the atmosphere, further amplifying
the greenhouse warming. During the last glacial maximum 21,000 years
ago, for example, the ocean temperature was colder by a few degrees, and
the CO2 concentration was 180 ppm, about a hundred ppm less than its
preindustrial value of 280 ppm. About a third of this drop in CO2 can
be attributed to the cooler glacial ocean temperatures, an effect which is
referred to as the “solubility pump”.

This effect is demonstrated in Fig. 5.5, where the pH, atmospheric CO2
and reaction constants are shown as function of temperature, in a scenario
assuming constant total CO2 and alkalinity. The dependence of the reaction
constants on temperature leads to the seen changes to ocean pH and to the
atmospheric CO2 with temperature, showing increasing atmospheric CO2
with warming, as expected. The figure suggests that a few degrees warming
can lead to an atmospheric CO2 increase of a few tens of ppm.

The approximate solution to the carbonate system discussed in section
5.3.2 reproduces the magnitude of the changes to the pH and pCO2 (albeit
with a non-negligible constant bias, not shown), and can provide further
insight into this effect. Eqn (5.21) suggests that the pH changes as function
of temperature mostly due to the variation of K2 with temperature, while
eqn (5.22) indicates that K1, K2 and Kh all play a role, rather than, say,

Figure 5.5: Response of the carbonate system to warming, as a function of the ocean 
temperature. The DIC and alkalinity are assumed fixed. (a) Reaction constants normalized 
by their values at 10 °C. (b) pH. (c) Atmospheric pCO2. 
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The last two equations give,

[HCO�
3 ] = 2CT �AlkC, (20)

[CO2�
3 ] = AlkC �CT. (21)

Using the K2 equation,

[H+] = K2
2CT �AlkC

AlkC �CT
, (22)

next, using the K1 equation,

[H2CO⇤
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K2
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(2CT �AlkC)2

AlkC �CT
,

which, using Henry’s law, gives

[CO2(g)] =
K2

K1KH

(2CT �AlkC)2

AlkC �CT
. (23)

We have now solved for all unknowns in terms of the reaction constants,
and the specified total CO2 and alkalinity. Given their definitions, total CO2
is smaller than alkalinity (see last two lines in eqn. 19), AlkC >CT . The last
equation therefore makes it clear that if the carbonate alkalinity increases,
the atmospheric CO2 decreases. To calculate numerical values of the
solution, use the following typical values Alk = 2350 µmol/l, CT = 2075
µmol/l, and the following constants that are derived for a temperature and
salinity of T = 15°C and S = 35 ppt, and at a depth of 0 m: KH = 0.0375
mol/atm, K1 = 1.15 ·10�6 mol/l, K2 = 7.43 ·10�10 mol/l, Kw = 2.37 ·10�14

(mol/l)2, and the calcite and aragonite solubility constants are Ksp,c =
4.31 ·10�7 (mol/l)2 and Ksp,a = 6.72 ·10�7 (mol/l)2, correspondingly.

0.3.3 Response to increased atmospheric CO2 concentration

If the atmospheric CO2 is increased, so would the ocean reservoir of total
CO2 due to Henry’s Law. Consider therefore that the DIC increases by
1 unit. Yet the alkalinity does not change in this case, as no ions related
to weak acids are added to the ocean. The approximate solution of the
previous subsection then allows us to calculate the pH response,

DCT = 1 ", DAlkC = 0

[H+] = K2
2CT �AlkC +2
AlkC �CT �1

" ) pH #

[CO2�
3 ] = AlkC �CT �1 #,
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K1, K2 and KH all play a role, not only Henry’s constant responsible for the dissolution of 
CO2. In solution for the atmospheric CO2 concentration, K2/(K1KH), Henry’s constant KH 
decreases with temperature, while the other two increase. The ratio overall increases, 
leading to the increase in atmospheric CO2 with warming. 
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Finally, attempting to understand the glacial CO2 problem using a box model

Toggweiler 1999 model
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Finally, attempting to understand the glacial CO2 problem using a box model

Toggweiler 1999

In the low-latitude surface box, assume that the upwelling nutrient flux is completely utilized by the 
biology. The downward carbon particulate flux (in moles of carbon) is then, 

5 Accounting for Borate alkalinity

Often, when higher accuracy is desired, one does not neglect the contribution of Borate to
ocean alkalinity, and then the carbonate system needs to also include the reaction,

B(OH)3 +H2 *) H+ + B(OH)�4 ,

which may be written as a first additional equation to the carbonate system,

KB =
[H+][B(OH)�4 ]

[B(OH)3]
. (23)

The alkalinity is then,

Alk = [HCO3
�] + 2[CO3

�2] + [OH�]� [H+] + [B(OH)�4 ].

The addition of Borate requires that we specify (or calculate via an advection-di↵usion
equation) the total Borate, serving as one more equation,

BT = [B(OH)�4 ] + [B(OH)3],

so that we have two more equations in order to solve for the two additional unknowns,

[B(OH)3], [B(OH)�4 ]. (24)

6 The Toggweiler (1999) 3-box glacial CO2 model: qual-

itative analysis

Let T be the mass flux from the low latitude surface box to the high latitude box, which
then sinks to the deep box and returns to the low latitude box deep box. Upward flux of
nutrients to the low-latitude surface box, T ⇥ PO4,d, measured in moles of phosphate, is
used by the biology to produce particulate organic matter that contributes to the downward
carbon particulate flux. We assume that the upwelling nutrient flux is completely utilized by
the biology because there is no lack of micronutrients (iron) or sunlight for photosynthesis.
The downward carbon particulate flux (in moles of carbon) is then,

Pl = rc:p ⇥ T ⇥ PO4,d. (25)

The deep box Dissolve Inorganic Carbon budget is then (note that in Toggweiler’s paper
TCO2 ⌘

P
CO2 ⌘ DIC),

d

dt
(⌃CO2d) = (fdh + T )(⌃CO2h � ⌃CO2d) + (Pl + Ph) (26)

12
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Figure 4: From Toggweiler (1999). The model discussed in section 6 below is based on
section 2 in that paper, where the direction of T is as shown in this picture. The direction
is then reversed in section 3 in Toggweiler’s paper.

assume steady state and substitute Pl,

⌃CO2d � ⌃CO2h = rc:p
T ⇥ PO4d

fdh + T
+

Ph

fdh + T
. (27)

Neglecting the small Ph

⌃CO2d � ⌃CO2h = rc:pPO4d
T

fdh + T
. (28)

Now, ⌃CO2d � ⌃CO2h, the deep CO2 minus the high latitude total CO2, is the amount of
CO2 trapped in the deep ocean by the biological pump, without which the ocean will be
mixed and have a uniform CO2 concentration. When it is large, atmospheric CO2 is small,
and vice versa. The reason is that the combined total DIC in the deep and surface ocean is
constant, ignoring interaction with sediments, so a large di↵erence between the two means
smaller surface values. To see this, let the sum of the surface (s) and deep (d) values of the
DIC be s+d = A =constant, while the di↵erence is d�s = B > 0. Therefore s = (A�B)/2,
so that if the di↵erence B decreases, the surface value s increases. Remember that the surface
value determines the atmospheric concentration as well.

Equation (28) therefore provides intuition as to how mixing and circulation a↵ect at-
mospheric CO2, e.g., as the mixing between the high latitude surface and the deep ocean
decreases, so does the surface value, so that we can write

fhd # ) CO2(g) # . (29)

One expects the mixing to be weaker in glacial times due to increased stratification then, as
the surface temperature near Antarctica (h box) is as cold as today, but the deeper water
being supplied by the NADW should be colder in glacial times (Gildor et al., 2002).
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Figure 4: From Toggweiler (1999). The model discussed in section 6 below is based on
section 2 in that paper, where the direction of T is as shown in this picture. The direction
is then reversed in section 3 in Toggweiler’s paper.
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Neglecting the small Ph

⌃CO2d � ⌃CO2h = rc:pPO4d
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Now, ⌃CO2d � ⌃CO2h, the deep CO2 minus the high latitude total CO2, is the amount of
CO2 trapped in the deep ocean by the biological pump, without which the ocean will be
mixed and have a uniform CO2 concentration. When it is large, atmospheric CO2 is small,
and vice versa. The reason is that the combined total DIC in the deep and surface ocean is
constant, ignoring interaction with sediments, so a large di↵erence between the two means
smaller surface values. To see this, let the sum of the surface (s) and deep (d) values of the
DIC be s+d = A =constant, while the di↵erence is d�s = B > 0. Therefore s = (A�B)/2,
so that if the di↵erence B decreases, the surface value s increases. Remember that the surface
value determines the atmospheric concentration as well.

Equation (28) therefore provides intuition as to how mixing and circulation a↵ect at-
mospheric CO2, e.g., as the mixing between the high latitude surface and the deep ocean
decreases, so does the surface value, so that we can write

fhd # ) CO2(g) # . (29)

One expects the mixing to be weaker in glacial times due to increased stratification then, as
the surface temperature near Antarctica (h box) is as cold as today, but the deeper water
being supplied by the NADW should be colder in glacial times (Gildor et al., 2002).
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Now, ⌃CO2d � ⌃CO2h, the deep CO2 minus the high latitude total CO2, is the amount of
CO2 trapped in the deep ocean by the biological pump, without which the ocean will be
mixed and have a uniform CO2 concentration. When it is large, atmospheric CO2 is small,
and vice versa. The reason is that the combined total DIC in the deep and surface ocean is
constant, ignoring interaction with sediments, so a large di↵erence between the two means
smaller surface values. To see this, let the sum of the surface (s) and deep (d) values of the
DIC be s+d = A =constant, while the di↵erence is d�s = B > 0. Therefore s = (A�B)/2,
so that if the di↵erence B decreases, the surface value s increases. Remember that the surface
value determines the atmospheric concentration as well.

Equation (28) therefore provides intuition as to how mixing and circulation a↵ect at-
mospheric CO2, e.g., as the mixing between the high latitude surface and the deep ocean
decreases, so does the surface value, so that we can write

fhd # ) CO2(g) # . (29)

One expects the mixing to be weaker in glacial times due to increased stratification then, as
the surface temperature near Antarctica (h box) is as cold as today, but the deeper water
being supplied by the NADW should be colder in glacial times (Gildor et al., 2002).
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so that we have two more equations in order to solve for the two additional unknowns,

[B(OH)3], [B(OH)�4 ]. (24)

6 The Toggweiler (1999) 3-box glacial CO2 model: qual-

itative analysis

Let T be the mass flux from the low latitude surface box to the high latitude box, which
then sinks to the deep box and returns to the low latitude box deep box. Upward flux of
nutrients to the low-latitude surface box, T ⇥ PO4,d, measured in moles of phosphate, is
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carbon particulate flux. We assume that the upwelling nutrient flux is completely utilized by
the biology because there is no lack of micronutrients (iron) or sunlight for photosynthesis.
The downward carbon particulate flux (in moles of carbon) is then,
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mixed and have a uniform CO2 concentration. When it is large, atmospheric CO2 is small,
and vice versa. The reason is that the combined total DIC in the deep and surface ocean is
constant, ignoring interaction with sediments, so a large di↵erence between the two means
smaller surface values. To see this, let the sum of the surface (s) and deep (d) values of the
DIC be s+d = A =constant, while the di↵erence is d�s = B > 0. Therefore s = (A�B)/2,
so that if the di↵erence B decreases, the surface value s increases. Remember that the surface
value determines the atmospheric concentration as well.

Equation (28) therefore provides intuition as to how mixing and circulation a↵ect at-
mospheric CO2, e.g., as the mixing between the high latitude surface and the deep ocean
decreases, so does the surface value, so that we can write

fhd # ) CO2(g) # . (29)

One expects the mixing to be weaker in glacial times due to increased stratification then, as
the surface temperature near Antarctica (h box) is as cold as today, but the deeper water
being supplied by the NADW should be colder in glacial times (Gildor et al., 2002).
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Assume a steady state and substitute ,  
                 

Pl
Δhd =

Δ = d − h, s = d + h, ⇒ h =
1
2

(s − Δ)

small
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as the surface temperature near Antarctica (h box) is as cold as today, but the deeper water being 
supplied by the NADW should be colder in glacial times. Voila!

The sum of the two terms on the LHS ( ) is the total CO2 and is conserved ➨ If the difference on 
the LHS ( ) decreases, the surface value ( ) increases ➨ atmospheric CO2 increases

s
Δ h

Figure 4: From Toggweiler (1999). The model discussed in section 6 below is based on
section 2 in that paper, where the direction of T is as shown in this picture. The direction
is then reversed in section 3 in Toggweiler’s paper.
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Turns out this explanation contradicts proxy evidence of SO productivity, back to square 1
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Issues:
• Fitting ice volume record vs. a falsifiable mechanism
• Milankovitch paradox: 100 kyr eccentricity insolation signal negligible
• The only climate element with sufficiently long time scales is land ice sheets

What we can say:
• Likely a self-sustained oscillation that would have existed without Milankovitch 

and CO2 variations
• Phase locked by obliquity (3:1) and precession (4:1 or 5:1)
• Amplified by CO2 variations; CO2 varies due to solubility & biological pumps

Mechanism for glacial cycles is still unresolved, although this is the largest climate 
variability signal over the past 1 Myr; Mechanism for CO2 variations also still not clear
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The End


