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ABSTRACT

To study the regimes of leading ocean–atmosphere coupled modes of relevance to the El Niño–Southern
Oscillation (ENSO) phenomenon, a comprehensive eigenmode analysis of an intermediate coupled model
linearized with respect to an array of basic states is performed. Different kinds of leading modes are found
to coexist and become unstable under wide ranges of basic states and parameter conditions. In particular,
the two most important modes have periods of around 4 and 2 yr. They are referred to as the quasi-
quadrennial (QQ) and the quasi-biennial (QB) modes, respectively. The positive coupled feedback desta-
bilizes and quantizes the near-continuous spectrum for the low-frequency modes of the upper-ocean dy-
namics, giving rise to these leading modes with distinct periodicities. The primary mechanism for the phase
transition of the QQ mode is due to the slow oceanic dynamic adjustment of equatorial heat content, which
is consistent with the simple conceptual recharge oscillator, whereas anomalous advection of sea surface
temperature by equatorial zonal current anomalies plays a dominant role in the phase transition of the QB
mode. The coexistence of these ENSO-like coupled modes under the present climate conditions may
provide an explanation for the observed rich variations in ENSO behaviors.

1. Introduction

Major progress in understanding and modeling the
coupled ocean–atmosphere interaction in the Tropics
and the salient features of the El Niño–Southern Oscil-
lation (ENSO) phenomenon has been made in the past
two decades (Bjerknes 1969; Rasmusson and Carpenter
1982; Philander et al. 1984; Cane 1984; Cane and Ze-
biak 1985; Schopf and Suarez 1988; Battisti and Hirst
1989; Philander 1990; Neelin et al. 1994; Jin 1996,
1997a,b; Weisberg and Wang 1997; Wallace et al. 1998;
McPhaden et al. 1998; Neelin et al. 1998; Wang and
Picaut 2004). Decades of research on the ENSO dy-
namics have led to the basic understanding of ENSO as

a natural oscillator (Suarez and Schopf 1988; Battisti
and Hirst 1989; Jin 1996, 1997a,b). The positive coupled
ocean–atmosphere feedback tends to sustain the sea
surface temperature (SST anomalies whereas, follow-
ing each major El Niño or La Niña event, the upper-
ocean heat content discharge and recharge, which serve
as delayed restoring mechanisms, are responsible for
the back-and-forth oscillation between El Niño and La
Niña events, much like a swing.

This simplistic view of ENSO, which appeared to
have provided a reasonable framework for understand-
ing some of the ENSO behaviors observed in modern
times and simulated in different models, is only par-
tially consistent with the observations. In addition to
the main 3–5-yr cycle of ENSO, interannual coupled
modes of variability of different time scales have been
noted (e.g., Zhang et al. 1997; Jiang et al. 1995; Jin et al.
2003). For instance, it has been recently suggested that
there is a near-annual coupled mode (Jin et al. 2003;
Tozuka and Yamagata 2003). This fast mode, with a
period of about 12–18 months, was assumed to be su-
perimposed on the slow 3–5-yr cycles of ENSO, and it
appears to be independent of the slow ENSO mode. A
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number of studies were also directed to identify physi-
cal mechanisms for the so-called tropical quasi-biennial
oscillation (TBO), which was suggested to involve
ocean–atmosphere interaction in the tropical Pacific
and Indian Oceans and the monsoon system (e.g.,
Meehl 1994, 1997; Li et al. 2001). Toward the lower-
frequency end, it has been recognized that there are
significant decadal–interdecadal variations in the tropi-
cal Pacific. This decadal–interdecadal variability has
broad spatial patterns in the atmospheric circulation
and SST anomalies over the Pacific Ocean (Trenberth
and Hurrell 1994; Deser and Blackmon 1995; Deser et
al. 1996; Zhang et al. 1997; Miller et al. 1998; Latif
1998). Several different hypotheses about the origin of
the decadal variability have been put forward (Latif
and Barnett 1994; Jin 1997c; Gu and Philander 1997;
Kleeman et al. 1999; Barnett et al. 1999; Jin et al. 2001;
Schneider 2000). It is still unclear whether the observed
variability on different time scales can be really attrib-
uted to physically independent coupled modes of the
tropical Pacific climate system.

As a null hypothesis, the tropical Pacific variability of
the time scales other than the main ENSO time scale
may be simply regarded as a part of the red noise gen-
erated, for instance, by stochastic forcing. However, re-
sults from both observational and modeling studies in-
dicate that this may not be the case necessarily. The
possibility of the coexistence of different coupled
modes in the coupled tropical ocean–atmosphere sys-
tem was, in fact, found in a number of coupled models.
For instance, in the Zebiak and Cane (1987, hereafter
ZC) model, in addition to the nearly 4-yr ENSO mode,
there is another independent fast mode called the “mo-
bile” mode, with a period of about 9–10 months (Ze-
biak 1984). A fast mode of about 6 months was clearly
present, together with a slow ENSO-like mode in more
complex models (Neelin 1990; Philander et al. 1992).

In another recent study (Wang et al. 2003a,b) in an
idealized coupled tropical ocean–atmosphere model, it
was found that some of the very low-frequency modes
of tropical ocean dynamics (Jin 2001b) developed into
two leading coupled modes, including an ENSO-like
mode and another coupled decadal mode. It was sug-
gested that these two kinds of coupled modes generated
by the tropical coupled dynamics could be responsible
for both the dominant interannual and decadal variabil-
ity. Moreover, the existence of different regimes for
different modes has been suggested in the studies with
theoretical models (e.g., Hirst 1986; Jin and Neelin
1993a,b; Neelin and Jin 1993, hereafter JN93; Fedorov
and Philander 2000, 2001, hereafter FP01).

The objective of this study is to demonstrate that
independent coupled modes may contribute to ENSO-

related variability by extending the earlier work by
JN93 and FP01 through an extensive stability analysis
of an intermediate coupled ocean–atmosphere model
under various simulated climate conditions in the tropi-
cal Pacific. Unlike the previous work by JN93 and
FP01, who employed the stripped-down version of the
ZC model, this study uses the full ZC model to perform
the stability analysis.

The remainder of this paper is organized as follows.
Sections 2 and 3 describe the construction and linear-
ization of the coupled ocean–atmosphere model. Sec-
tion 4 follows with an extensive linear stability analysis
of the coupled model under many different background
states. Section 5 presents a heat budget analysis for the
most unstable modes. Nonlinear integrations of the
model are discussed in section 6. Section 7 summarizes
the results.

2. Model description

Although complex coupled ocean–atmosphere mod-
els are available today for ENSO modeling, the tool
chosen in this study is an intermediate coupled model
of the ZC type. As in all coupled models, some aspects
of the simulated ENSO of the ZC model do not fully
agree with the observations (Perigaud and Dewitte
1996). Nevertheless, the ZC model does successfully
reproduce, at least qualitatively, the major features of
the ENSO cycle. Furthermore, the full ZC model is a
natural extension of the earlier theoretical studies by
JN93 and FP01, who used the stripped-down version of
the ZC model, an approximation that introduces a
strong constraint because of the artificial specification
of the meridional structure of the SST pattern.

The atmospheric component of the model is exactly
the same as that of ZC, which follows Gill’s (1980)
framework. The ocean component of the model is a
linear, reduced-gravity model on the equatorial beta
plane with longwave approximation. To reduce the de-
grees of freedom in this modified version of the ZC
model (MZC), the ocean currents, the thermocline
depth, and the atmospheric wind stress are expanded in
Hermite functions following Battisti (1988). A standard
truncation that includes the Kelvin mode and the first
30 Rossby modes is used, with finite differencing of the
wave equations in the x direction on a 5.2° grid (30
points). A full description of the governing equations in
the model can be found in the appendix of ZC.

The original ZC model and our MZC version differ
in the following four aspects:

1) Different meridional discretization is adopted in the
MZC model. Here the dynamical fields are ex-
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panded in Hermite functions following Battisti
(1988).

2) The zonal resolutions of the wave equations and
SST equation are reduced to the same 5.2° grid,
whereas in the meridional direction the discretiza-
tion of the SST equation follows that of the original
version of ZC. This change provides an extra reduc-
tion of the degrees of freedom of the coupled model.

3) The truncation error and the coarse grid for the
ocean waves give rise to some additional numerical
damping. As a rough compensation, the weak linear
damping used in the ocean momentum and continu-
ity equations is set to zero.

4) Finally, the Heaviside function in the ZC formula-
tion is replaced by a smoother function, defined as
M(x) � 0.5x[tanh(x/a) � 1]. A small value of a is
chosen to ensure that the hyperbolic tangent func-
tion approaches the Heaviside function used in the
original ZC formulation

Everything else in the MZC model remains the same
as the original version of the ZC model, including all
the physical parameters, the interpolation schemes, the
spatial domain, and the time stepping. The testing of
the MZC model for the standard parameters and basic
state of the ZC model showed that the interannual vari-
ability displayed by both models presents negligible dif-
ferences (Bejarano 2006).

3. Linearizing the model

a. Basic states

To investigate the sensitivity of coupled modes in the
MZC model to different basic states, an array of basic
states is constructed. Each basic state includes longi-
tude–latitude distributions of SST, oceanic surface cur-
rents, upwelling, and longitudinal distribution of the
mean thermocline depth, which are all independent of
time. These basic states are constructed by following
the similar approach taken by FP01, in which two con-
trol parameters, denoted as aH and aW, are used to alter
the reference upper-layer thickness H0 � aHHC, and
the mean wind stress (�X, �Y) � aW(�X

C, �Y
C). Here (�X

C,
�Y

C) denotes the observed climatological mean wind
stress, and HC � 150 m is the standard value for the
reference upper-layer thickness.

The values of aH and aW are varied so that the wind
stress (�X, �Y) varies from 80% to 120% (0.8 � aW � 1.2)
of its observed intensity, with an increment of 1%, and
the reference upper-layer thickness alters from 130 to
160 m, with an increment of 1 m. With each pair of
specified aH and aW, the ocean component of the ZC
model is integrated to reach its steady-state solution.

The difference between the solution for each specific
set of (aH, aW) and the solution for aH � 1 and aW � 1
is denoted as �T, �u1, �wS, and �h . The procedure is
repeated for all different pairs of aH and aW. Then, the
array of the basic states in the MZC model is defined as
follows:

T � TC � �T, u1 � u1C � �u1,

ws � wsC � �ws, and h � hC � �h. �1�

Here, TC, u1C, wsC, and hC, denote the basic-state vari-
ables in the original ZC model. To be consistent with
the basic state in the ZC model, �h is set to its equa-
torial values so that h remains independent of latitudes.

A total of 1271 different basic states are constructed
to vary continuously in the two-dimensional parameter
space (aH, aW) around the reference basic state of the
MZC model, as labeled by ZC in Fig. 1 at the point
(aH � 1, aW � 1). These nearly continuous changes are
dynamically consistent. For instance, toward the lower-
right (upper left) corner of the two-dimensional param-
eter space, corresponding to basic states with deeper
reference upper-layer thickness and weaker mean wind
stress, the temperature in the eastern Pacific is rela-
tively warm (cold) and the thermocline is deep (shal-
low).

FIG. 1. Temperature (°C) of the basic state averaged over the
eastern tropical Pacific Ocean (5°S–5°N, 90° to 160°W) as a func-
tion of aW and aH. The point marked as ZC represents the stan-
dard mean basic state of the ZC model (aH � 1, aW � 1).
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b. Linearization

The linearization process of the model depends on
the basic state and the model physical parameters, de-
noted as P. Thus, for a predetermined basic state and a
specified P, the nonlinear MZC model can be written,
symbolically, as

dXT

dt
� F �XT, Xq, X�, X�aH, aW�, P�,

dXq

dt
� L�Xq, X�, aH�,

X� � AXT,

XT � �T�i, j, t�, i � 1, . . . 18, j � 1, . . . 30�, and

Xq � �q�n, j, t�, n � 1, . . . 31, j � 1, . . . 29�, �2�

where XT is the vector for the SST anomalies on all the
grid points of the model, Xq is the vector for the anoma-
lies of the Kelvin wave and the 30 Rossby waves at all
zonal grid points, and X� is a vector that contains the
zonal and meridional wind stress anomalies at all grid
points. The wind stress vector is linearly related to the
SST anomaly field through the matrix A. This linear
relation may be derived numerically from the atmo-
sphere component of the MZC model by solving all of
the steady responses for a small SST anomaly assigned
to each grid point. The vector X(aH, aW) denotes the
particular basic state of the MZC model, which is a
function of the parameters aH and aW. It should be
noted that when aH changes, it not only alters the fea-
tures in the basic state, which will impact the stability of
the system, but it also alters the equatorial ocean wave
speed and thus has a direct impact on the time scale of
the ocean dynamics.

The linear version of Eq. (2) can be written as

dX�t�

dt
� M�X�aH, aW�, P�X�t�, �3�

where X(t) represents the whole state vector, which
includes the ocean wave components Xq and the SST
components XT. This state vector has a dimension of
1439 (e.g., 899 ocean wave components plus 540 SST
components) under the chosen model resolution. The
Jacobian matrix M[X(aH, aW), P]is obtained by linear-
izing the MZC model equations with respect to the
mean basic state X(aH, aW). It should be noted that
although each of the 31 wave components has 30 grid
points in the zonal direction, they only amount to 29
prognostic equations, because each has a diagnostic
wave-reflection boundary condition. The SST anomaly
field has a total of 540 prognostic equations on the 540
grid points.

4. Stability analysis

a. Stability diagrams

To analyze the dependence of the eigenvalues of the
MZC model linearized with respect to the nearly con-
tinuous set of basic states, we set the physical param-
eters P as the same as those chosen in the ZC model,
except that we consider two different values for the
entrainment efficiency factor 	. The standard value of 	
chosen in the ZC model is 0.75. This parameter, which
measures the effectiveness of the anomalous vertical
advection of anomalous subsurface water and thus the
so-called thermocline feedback (cf. An and Jin 2001), is
one of the crucial and uncertain parameters in the ZC
model. A reduced value at 	 � 0.5 is also considered in
this analysis to examine the robustness of stability re-
gimes under different choices of this parameter.

Following JN93, we illustrate the emergence of the
leading coupled modes and their dependence on a par-
ticular parameter by plotting all of the eigenvalues of
the linear model for each different value of the param-
eter that varies continuously in a reasonable range. For
example, as shown in Fig. 2 for the case of 	 � 0.5 and
aH � 140/150, we overlay all of the eigenvalues corre-
sponding to 41 different choices of aW from 0.8 to 1.2,
varying with an increment of 1%. This range of aW

corresponds to 41 different basic states with mean wind
forcing varying sequentially from 80% to 120% of its
standard observed intensity.

Because the linearization of the model with respect
to each basic state produces 1439 eigenvalues, the col-
lective plot shown in Fig. 2a has 58 999 eigenvalues.
Among all of the 58 999 eigenvalues, there are only two
branches that stand out and become unstable modes,
whereas the remaining eigenvalues are all damped
modes. It should be pointed out that the complex con-
jugate of each complex eigenvalue is plotted in Figs.
2a,b as well; that is why these plots are symmetric with
respect to the frequency axis. A complex eigenvalue
and its complex conjugate just account for one oscilla-
tory mode. The coexistence of at least two outstanding
oscillatory modes of distinct periods is illustrated
clearly in the zoomed-in picture shown in Fig. 2c.

It is noted that, on these branches, the periods as well
as the growth rates are continuous functions of the pa-
rameter aW, as shown in Figs. 2d,e. As seen in Fig. 2d,
the one branch represents a mode with a period of
about 3.3–5.5 yr, whereas the other branch has a period
of about 1.5–2 yr. We will refer to these as the quasi-
quadrennial (QQ) and the quasi-biennial (QB) modes,
respectively, according to the different ranges of their
frequencies. The periods of the QQ and QB modes are
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not very sensitive to different basic states following
changes of aW. The QQ mode is mostly unstable, unless
aW is close to 0.8, whereas the growth rate of the QB
mode increases rapidly with aW; the QB mode becomes
the leading unstable mode under the basic states with a

stronger mean wind and thus a colder mean cold tongue
SST.

As noted in Wang et al. (2003a,b), the coupled QQ
and QB modes are connected to the low-frequency part
of ocean dynamic spectrum. To support this argument,

FIG. 2. (a) Collective plot of eigenvalues of the linearized MZC ENSO model for the 41 basic states
resulting from setting the reference upper-layer thickness to 140 m and sequentially varying the mean
wind stress from 80% to 120% of its observed intensity with an increment of 1%. The size of each pair
of dots increases as aW increases. (b) Collective plot of the eigenvalues of the linearized MZC ENSO
model for the uncoupled case for (aH � 1, aW � 1); the red (black) dots correspond to the uncoupled
SST (ocean dynamics) modes. (c) A portion of the upper part of (a) for a clear view of the leading
braches of modes of QQ and QB periodicities. Red squares in this panel denote the eigenvalues of the
two leading modes under a basic state defined by (aH � 140/150, aW � 1). The (d) frequencies and (e)
growth rates of the two leading modes in (c) as functions of aW are also shown.
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a collective plot including the uncoupled SST modes
(red dots) and ocean dynamics modes (black dots) is
shown in Fig. 2b. The uncoupled SST modes are heavily
damped, whereas the low-frequency uncoupled ocean
dynamics modes (Jin 2001) are less damped. The two
outstanding branches in Fig. 2c are connected with the
uncoupled ocean dynamics spectrum. These outstand-
ing and distinct leading coupled modes result from the
positive Bjerknes coupled feedback that destabilizes
and quantizes the near continuum of uncoupled modes.

As in FP01, we further examine the dependence of
the periods and the growth rates of the leading QQ and
QB modes on the two-parameter space for the entire
array of the basic states. As shown in Fig. 3, the results
in Fig. 2c correspond to the cross section along the
vertical line. The point denoted by ZC on the diagrams

shows that the QQ mode is unstable and QB is damped
under the original ZC basic state. The growth-rate dia-
grams indicate that over the upper-left corners, corre-
sponding to basic states with a relatively shallow refer-
ence upper-layer thickness and stronger-than-normal
mean winds, the QB mode becomes the most unstable
mode and the QQ mode is the second most unstable
mode. The lower panels in Fig. 3 show that over the
unstable regimes the QQ and QB modes have well-
separated periods, with ranges of mostly about 3–6 and
1.5–2.5 yr, respectively.

The boundary between stable and unstable regimes
for the QQ and QB modes are marked by the zero
growth contours on the plots for the growth rates. The
stability boundary of the QB mode is located almost
entirely within the unstable regime of the QQ mode.

FIG. 3. Changes in (a) the growth rate (yr
1) and (c) period (yr) of the QQ mode as a function of aW

and aH. (b), (d) Same as (a), (c), respectively, but for the QB mode. The point marked by ZC represents
the point of standard parameter setting of the original ZC model. The growth rates and periods of the
QQ and QB modes along the white dashed line are those in Fig. 2c. The zero growth rate is shown by
black contours in the upper panels.
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Thus, in the regime above the stability boundary of the
QB mode, both QQ and QB are unstable. This coex-
istence of unstable QQ and QB modes occurs in the
regime with climate conditions only modestly different
from that of the present climate. This is an important
feature that has been overlooked in the earlier theoret-
ical studies by JN93 and FP01.

The stability regime diagrams of QQ and QB modes
in Fig. 3 become more complicated when the efficiency
factor 	 is 0.75, which is the standard value in the ZC
model. The most striking feature found in Fig. 4 is the
occurrence of two kinds of degeneracy. The first degen-
eracy occurs over the region marked D1, whereas the
second degeneracy occurs at the point marked by D2.
D1 consists of a line on which the complex QQ mode
breaks down into two real, nonoscillatory modes. The
D2 degeneracy consists of the point in the parameter

space where the QQ and QB modes collapse into
double complex eigenmodes. Near the D2 degeneracy,
the QQ and QB modes become extremely sensitive to
small changes in the basic state. In fact, these two
modes switch regimes. In Fig. 3, the QQ and QB modes
coexist but are well separated so that both modes are
smooth functions of the basic states. However, in Fig. 4,
the QQ and QB modes intersect at D2 and switch their
characteristics so that the QQ (QB) mode connects to
the QB (QQ) mode.

Away from this pathological point in the parameter
space, the coexistence of the QQ and QB modes in Fig.
4 is still similar to what we found in Fig. 3. To wit, in the
lower-right quarter of the stability diagrams, character-
ized by basic states with deeper reference upper-layer
thickness and relatively weak winds, both QQ and QB
modes are damped. In the middle and toward the upper

FIG. 4. Same as Fig. 3, but for 	 � 0.75. (a), (c) The qualitative dotted white line denoted by D1
represents a degeneracy of a complex eigenvalue of the QQ mode breaking into double real roots. The
point marked by D2 represents a degeneracy of double roots of complex eigenvalues (collapse of the
QQ and QB modes). The point marked by ZC represents the point of the standard parameter setting
of the original ZC model. (top) The black solid contours correspond to the lines of zero growth rate.
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part of the regime diagrams, both of these modes are
unstable. This regime of the coexistence of QQ and QB
modes is still rather broad, although it is less extensive
than what is seen in Fig. 3.

b. Eigenstructures of the QQ and QB modes

The typical eigenstructures of the QQ and QB modes
are given in Fig. 5. These structures correspond to the

eigenmodes denoted by the enlarged red squares in Fig.
2c (aH � 140/150, aW � 1, and 	 � 0.5). The zonal
distributions of the equatorial SST (Figs. 5a,b) and the
thermocline patterns (Figs. 5c,d) of these two modes
are rather similar, but their meridional structures are
significantly different. The QQ mode appears to have a
wider meridional extent in the eastern part of the SST
pattern and in the western part of the thermocline pat-

FIG. 5. The leading eigenvectors of the linearized MZC ENSO model. (a), (b) The warm phases of SST anomaly patterns of the QQ
and QB modes corresponding to the eigenvalues indicated by the enlarged red squares in Fig. 2c; (c), (d) the corresponding thermocline
depth anomaly patterns; (e), (f) the Hovmoeller diagrams along the equator of SST anomaly of the QQ and QB modes; and (g), (h)
the corresponding thermocline depth anomaly diagrams. The contour intervals for the SST and thermocline depth panels are 0.5°C and
7.5 m, respectively. Negative value contours are dashed.
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tern than the corresponding widths associated with the
QB modes.

In terms of the evolution of the equatorial SST and
the thermocline depth anomalies, the Hovmoeller dia-
grams indicate that both the QQ (Figs. 5e,g) and QB
(Figs. 5f,h) modes are standing oscillatory modes. The
eigenstructure of the QQ is robust in the entire param-
eter regime, as shown in Fig. 3. However, the eigen-
structure of the QB mode undergoes a significant
change in its zonal phase propagation when the basic
states are in the regime toward the upper-left corner of
Fig. 3. In that regime, if we plot the SST field of the QB
mode, it has a westward propagation feature (not
shown). Thus, the QB mode in this regime becomes
similar to the westward-propagating modes found in
JN93 and FP01.

c. Comparison with previous studies

The stability regimes found in the earlier studies by
JN93 and FP01 suggested that the tropical ocean–
atmospheric interaction mainly supports two different
kinds of coupled modes—one kind whose nature is
tightly related to the ocean dynamics and another
whose nature is closely related to the SST thermody-
namics. The first kind of mode is marked by a nearly
standing oscillation in its equatorial SST evolution, and
its dynamics are now understood by either the delay- or
recharge-oscillator mechanisms. The second kind of
mode has zonal phase propagations in its equatorial
SST evolution and it is termed the SST mode (see JN93
for details). The earlier studies also pointed out that
these two kinds of modes of different natures may mix
into one leading coupled mode. Thus, it was speculated
in JN93 and FP01 that the different ENSO behavior
observed in nature and simulated in various coupled
models may be simply capturing this mixed mode in
somehow-different regimes. Clearly, the results in this
study point to a different picture. Even in the very
neighborhood of the parameter regime centered around
the observed basic state, multiple coupled modes, par-
ticularly the QQ and QB modes, coexist.

It appears that the reason for which the earlier study
by JN93, and the follow-up investigation by FP01,
missed this multiplicity of the ENSO-like modes in the
coupled model is that it only focused on the most un-
stable mode. This argument may be inferred from the
comparison of the regime diagrams in either Fig. 3 or
Fig. 4 with those of FP01’s Fig. 4. There are two strong
growth-rate regimes over the upper-left and upper-
right corners in Fig. 4b in FP01, and in these two re-
gimes the period of the mode falls within the QB and
QQ mode ranges, respectively (Fig. 4a in FP01). Simi-
larly, there are two strong growth-rate regimes in simi-

lar regions in our Fig. 3—one for the QB mode (the
leading mode on the upper-left corner) and one for the
QQ mode (the leading mode on the upper-right cor-
ner). However, in the two regimes of FP01 there is one
leading mode that appears to change its nature from
one regime to another, whereas in our Fig. 3 and Fig. 4,
there are two distinct modes, and they take turns as the
most unstable mode. If one ignores the lower-left cor-
ners in either Fig. 3 or Fig. 4 and overlays the stability
regimes of the QQ and QB modes together and then only
plots the eigenvalues of the most unstable mode, one
roughly gets the same picture as that in Fig. 4 of FP01.

The multiplicity of ENSO modes, largely overlooked
so far, provides a different picture of ENSO sensitivity
to climate state changes. For instance, there are not
only regimes where either the QQ or QB modes domi-
nate, but there is also a regime where both the QQ and
QB modes become unstable and coexist. Moreover, the
analyses suggest that the regime of coexistence occurs
under the present climate conditions (e.g., Jiang et al.
1995). Thus, this coexistence may be responsible for the
rich behavior of the observed ENSO variability, such as
the occurrences of different types of El Niño (Larkin
and Harrison 2005).

5. Heat budget analysis

Heat budget analysis for either observed or simu-
lated SST anomalies is often conducted to diagnose the
relative importance of different processes for the
ENSO cycles (e.g., Zhang et al. 2007). Here, we carry
out a similar heat budget analysis for the eigensolutions
of the QQ and QB modes. By comparing the differ-
ences in the heat budgets between the QQ and QB
modes, we may differentiate the difference of the physi-
cal mechanisms for these leading coupled modes.

a. The linear SST tendency equation

The linear SST tendency equation in the MZC model
may be written as

�T

�t
� 
u

�T

�x

 u

�T

�x

 �
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�y

 �

�T
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� �
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dT

dz
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w

H1
�T. �4�

Here, the variables with an overbar refer to climatology
monthly mean variables, and the variables without the
overbar denote the monthly mean anomaly. The first
and the third terms on the right-hand side of Eq. (4) are
the advections of the mean SST by the anomalous cur-
rents. The second and fourth terms on the right-hand
side of Eq. (4) are the advection of the anomalous SST
by the mean currents. The fifth term represents the
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tendency resulting from the vertical advection of the
anomalous subsurface temperature by the mean up-
welling. The sixth term is the tendency resulting from
the vertical advection of the mean SST by the anoma-
lous upwelling. The final term is the net damping, which
is composed of the thermal damping and the damping
of the SST anomalies by the mean upwelling. The cal-
culation of each contribution to the SST tendency in-
volves the mean basic state and the corresponding QQ
and QB mode eigenvectors.

The mean advection terms 
u�T/�x 
 ��T/�y 

	wT/H1, and the linear damping 
sT, mainly serve as
a damping effect of the SST (Jin et al. 2006). Thus, the
phase transition and main positive contributions to the
growth of the modes are from upwelling anomalous
subsurface temperature anomalies 
	wTsub/H1 and the
anomalous advection 
u�T/�x 
 ��T/�x 
 ws�T/�z. Be-
cause the term 
��T/�x is always small, the dominating
feedback processes for the SST tendency are through the
advection of the mean SST by the anomalous zonal flow

u�T/�x, and the vertical advection of anomalous subsur-
face temperature by the mean upwelling 
	wTsub/H1,
as well as the anomalous upwelling 
ws�T/�z. The
coupled feedbacks that dominate the SST evolution of
the ENSO cycle through these terms are often referred
to as the zonal advection, thermocline, and Ekman
feedbacks (An and Jin 2001), respectively. In the fol-
lowing sections the spatiotemporal evolutions of these
terms are further examined to determine their role in
the cycles of the QQ and QB modes.

b. QQ mode evolution

The spatiotemporal evolution of the zonal and verti-
cal advection of the QQ mode, averaged over 2°S–2°N,
is shown in Figs. 6a,b, respectively. The month “0” on
the y axis corresponds to the month at which the maxi-
mum SST over the Niño-3 region is reached. Negative
(positive) months are before (after) the SST maximum
is reached.

The analysis indicates that the thermocline feedback
term shown in Fig. 6b is one of the primary factors
responsible for the QQ phase transition, which is in
agreement with the recharge-oscillator theory. For in-
stance, at 12 months prior to the peak warm phase of
the QQ mode, the thermocline feedback already con-
tributes to the initiation of the warming, whereas 12
months after the peak warm phase, this term gives rise
to a cooling tendency.

The heat budget analysis also shows that the advec-
tion of the mean SST by the anomalous zonal flow (Fig.
6a) is important in the equatorial central and eastern
Pacific from 150° to 100°W. It tends to peak about 10
months before (after) the peak warm (cold) phase,

when the QQ mode cycle is at its transition phase.
These results are entirely consistent with the revised
version of the recharge-oscillator model (Jin and An
1999).

The four phases of the cycle of the model-simulated
QQ mode can be described by Fig. 7. Phases I and III
represent the warm and cold phases, respectively.
Phases IV and II are El Niño and La Niña on set
phases. Prior to El Niño (the aftermath of a cold
phase), upper-ocean heat content or warm water vol-
ume over the entire tropical Pacific tends to build up
gradually; therefore, subsurface ocean temperature in
the main thermocline is weakly warmer than normal
along the entire equatorial region (lower panel in phase
IV). This recharged state is the consequence of the re-
charge process indicated by the arrows of ocean cur-
rents in the lower panel of phase III. The transition
phase IV is characterized by three important features: a
weakly deeper-than-normal equatorial thermocline,
eastward ocean current anomalies, which can be in-
ferred from the geostrophic balance, and the disappear-
ance of surface temperature anomalies and their asso-
ciated equatorial wind anomalies. The vertical advec-
tion of anomalously warm subsurface temperature by
the mean upwelling and the advection of the mean SST
by the anomalous zonal flow provide the positive SST
tendency to generate the positive SST anomalies and
initiate the warm phase, as shown in phase I of Fig. 7.
These positive SST anomalies generate westerly wind
anomalies, which redistribute the subsurface ocean
heat content, such that the thermocline depth shoals in
the warm pool region and deepens in the cold tongue
region. This process gives rise to cold and warm sub-
surface temperature anomalies in the western and east-
ern Pacific, respectively. The SST anomalies are inten-
sified by the anomalous vertical advection of even
warmer subsurface temperature anomalies to the sur-
face by the mean upwelling. The discharge of the equa-
torial heat content during the warm phase, which is
indicated by the arrows in the lower panel in phase I, is
the mechanism that eventually turns this phase around.
The continuous discharge of the equatorial heat con-
tent, resulting from the wind-forced redistribution of
the subsurface ocean heat content, not only leads to the
demise of the warm phase, but also leads a cold equa-
torial subsurface temperature anomaly in the entire
tropical Pacific, as indicated in the lower panel in phase
II. The cold equatorial subsurface temperature anoma-
lies are accompanied by westward zonal current
anomalies (geostrophic current anomalies). The verti-
cal advection of the anomalous subsurface temperature
by the mean upwelling and the advection of the mean
SST by the anomalous zonal flow provide the negative
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SST tendency to generate the negative SST anomalies
and initiate the cold phase QQ mode cycle. These re-
sults are entirely consistent with those by Zhang et al.
(2007) who analyzed the net surface heat flux of the
ENSO cycle simulated by the National Centers for En-
vironmental Prediction (NCEP) coupled forecast
model, which has an ENSO cycle of about 5 yr.

c. QB mode evolution

The spatiotemporal evolution of the zonal and verti-
cal advections of the QB mode (Figs. 6c,d) indicates
that the vertical advection of anomalous subsurface
temperature by the mean upwelling (Fig. 6d) is again
the main positive feedback used to overcome the total
damping, becausee it reaches its maximum strength

around month “0,” at the peak of the warm phase of the
QB mode cycle.

A comparison between Figs. 6a,b indicates that the
advection of the mean SST by the anomalous zonal
flow in the QB mode is at least twice as large as that in
the QQ mode. Fig. 6a also indicates that this term is the
main physical process responsible for the phase transi-
tion of the QB mode. This advective feedback reaches
its maximum intensity around 3 months prior to the
peak warm phase, and 3 months after the peak it gives
rise to a cooling tendency.

The cycle of the model-simulated QB mode can be
seen in Fig. 8. During the warm phase, the easterly
equatorial winds over the eastern Pacific and westerly
equatorial winds over the central Pacific (associated
with the maximum SST anomalies at about 140°W) re-

FIG. 6. Hovmoeller diagrams of the (a) zonal (
u�T/�x) and (b) vertical (	wTsub/H1)
advections of the QQ mode. The month “0” on the y axis corresponds to the month at which
the maximum SST over the Niño-3 region is reached. Negative (positive) months are before
(after) the SST maximum; 0.5°C yr
1 contours are overlaid. (c), (d) Same as (a), (b), respec-
tively, but for the QB mode.
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sult in convergence of the wind in this region (upper
panel in phase I). Unlike the QQ mode, in which the
wave-induced equatorial currents are a significant me-
ridional component for the discharge of the heat con-
tent, in the QB mode, the westward zonal currents
anomalies dominate, as is seen in the lower panel of
phase I. These westward zonal currents in the equato-
rial band, which are associated with both upwelling
Kelvin and downwelling Rossby waves, are the primary

factor responsible for the QB phase transition (phase
II). The westward zonal currents give rise to a cold SST
advection over the eastern and central Pacific, which
turns around the warm phase. The converse occurs dur-
ing the cold phase. The results suggest that the main
phase transition mechanism for the QB mode is
through the zonal advection feedback, which was em-
phasized in the reflective–advective oscillator proposed
by Picaut et al. (1997).

FIG. 7. Eigenvector fields of the QQ mode illustrating the QQ mode cycle: I and III represent the warm and cold
phases, respectively, and II and IV are the transition phases. Each phase is described by two panels: (top) the SST
(contours) and wind stress (arrows), and (bottom) the thermocline depth (contours) and wave-induced current
(arrows). The contour intervals for the SST and thermocline depth are 0.5°C and 7.5 m, respectively, and the scales
for the ocean current (cm s
1) and the wind stress (dyn cm
2) are given by the arrows located at the bottom of the
figure.
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The Ekman feedback through the anomalous up-
welling 
ws�T/�z is of less importance for either the
QQ or QB modes. However, it becomes a dominating
process for the SST field of a third coupled mode (Be-
jarano 2006) that has a period about 10–15 months.
This mode is heavily damped in the parameter regimes
analyzed in Figs. 3 and 4. It becomes a leading mode
when the parameter 	 is further reduced and may also
mix with the QB mode (Bejarano 2006).

6. Nonlinear regimes

A large number of nonlinear integrations of the
MZC ENSO model have been performed in four dif-

ferent regimes of the stability diagrams (Fig. 3) to ex-
plore the nonlinear behaviors of the QQ and QB
modes. These four regimes are as follows: (i) the QQ
regime, where the QQ mode is unstable and the QB
mode is stable; (ii) the QQ and QB regime, where both
QQ and QB modes are unstable; (iii) the QB regime,
where the QB mode is the most unstable mode; and (iv)
the stable regime, where both QQ and QB modes are
stable. After prescribing the regime, the MZC model is
run freely for 100 yr. To be consistent with the eigen-
analysis, the seasonal cycle of the basic state has been
omitted in these nonlinear integrations. In other words,
the runs are performed by using the annual mean basic
state only.

FIG. 8. Same as Fig. 7, but for the QB mode.

15 JUNE 2008 B E J A R A N O A N D J I N 3063



The characteristic variability in each of the four dif-
ferent regimes is summarized in time-versus-amplitude
plots of the SST anomaly over the Niño 3 region (Fig.
9). The ENSO evolution in the unstable QQ regime is
drastically different from that in the unstable QQ and
QB regime, as illustrated in Figs. 9a,b. In the QQ re-
gime, the ENSO evolution is dominated by weakly cha-
otic QQ cycles. For the case shown in this figure, the
spectrum of the time series of Niño-3 in this regime
shows a clean peak with a period of 60 months (Fig.
10a). In the QQ and QB regime, the ENSO evolution
becomes much more erratic with both QQ and QB
cycles (Fig. 9b). The coexistence of both modes is
clearly indicated by the presence of 28- and 60-month
peaks in the spectral analysis of the modeled QQ and
QB regime time series (Fig. 10b). Because both oscil-

latory modes are unstable in the QQ and QB regime,
nonlinear interactions between the modes may exhibit
chaotic behavior with a high level of intermittence. This
chaotic behavior is different from the chaos scenario
found by Jin et al. (1994) and Tziperman et al. (1994),
where they emphasize the role of the nonlinear inter-
actions between an ENSO mode and the annual cycle
in the basic state. The nonlinear integrations in the QB
regime, which are characteristically in the upper-left
corners of the stability diagrams, exhibit 1.5–2.0-yr
ENSO events (Fig. 9c). Although the QB peak domi-
nates (Fig. 10c), the presence of a secondary peak with
QQ periodicity is also observed. The nonlinear integra-
tions over stable regimes indicate that the oscillatory
modes are damped (Fig. 9d). Although nonlinearity is
clearly important for generating complex behavior, the

FIG. 9. Time series of the Niño-3 SST anomaly (°C) calculated by nonlinear integration of the MZC
model (a) in an unstable QQ parameter regime (aH � 1, aW � 1), (b) in an unstable QQ and QB
parameter regime (aH � 145/150, aW � 1), (c) in an unstable QB parameter regime (aH � 140/150,
aW � 1.2), and (d) in a stable QQ and QB parameter regime (aH � 1, aW � 0.9).
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linear eigenanalysis provides quantitative information
about the dominance of a particular leading mode in
the different regimes.

The results indicate that in regimes (i)–(iii), the un-

stable modes emerge and become sustained oscillations
without stochastic forcing, whereas the stable modes in
regime (iv) can only be sustained by stochastic forcing.
The possible excitations of the QQ and QB modes by
stochastic forcing will be pursued in future studies.

7. Conclusions

In this study, we illustrate that the ocean–atmosphere
interactions in the Tropics can yield at least two types
of independent modes: a low- (QQ) and a higher-
frequency (QB) mode. Under climate conditions that
are not significantly different from those of the present
climate, the MZC model has found at least two unstable
modes to coexist. This multiplicity of the ENSO mode
is a robust feature of the coupled system.

The heat budget analysis shows that the QQ mode is
characterized by a dominance of the thermocline feed-
back, which not only serves as the main positive feed-
back that overcomes the damping effects, but is also the
main process responsible for the QQ phase transition.
These vertical movements of the thermocline that pro-
duce the dominant effect on the SST are determined by
the ocean mass adjustment to the winds in the equato-
rial region. The QQ mode is clearly a “recharge oscil-
lator” mode. The analysis also suggests that the advec-
tive feedback is the most important phase transition
mechanism in the QB mode, while the role of the ther-
mocline feedback is mainly to overcome the negative
feedback of the damping terms. This mode behaves, to
some extent, as the advective–reflective oscillator.

Our study is in contrast with earlier studies by Jin and
Neelin (1993a) and by FP01. In these earlier studies, the
focus is on the first leading mode. The leading mode
was perceived to change its nature smoothly from a
recharge-oscillator-type mode to an SST mode from
one part of the parameter regime to another, and its
frequency also changes smoothly from one regime to
another. In the current study, it has been demonstrated
that, in fact, there are two kinds of coupled modes with
distinct periodicities, although each may dominate in
different regimes.

The stability diagrams indicate that the QQ mode
tends to become stable for basic states with either very
shallow or very deep reference upper-layer thickness. If
the thermocline is too deep, its vertical displacements
have little impact on the SST, so the thermocline feed-
back, which is responsible for the maintenance of the
QQ mode, is suppressed. On the other hand, if the
reference upper-layer thickness is too shallow, the
mean SST over the eastern Pacific decreases (Fig. 1),
which reduces the vertical temperature gradients and
stabilizes the QQ mode. It is important to note that

FIG. 10. The spectra corresponding to the time series of the
cases in Figs. 9a–c (a) in an unstable QQ parameter regime, (b) in
an unstable QQ and QB parameter regime, and (c) in an unstable
QB parameter regime.
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shoaling the reference upper-layer thickness has an-
other effect; it increases the east–west temperature gra-
dient, which favors the QB mode, which tends to be the
dominating mode in the regime with shallow upper-
layer thickness and strong mean winds.

Comparison between the linear eigenanalysis and the
nonlinear integrations shows that the qualitative na-
tures of the nonlinear solutions are captured by the
linear modes. Some of the nonlinear behavior of
ENSO, such as significant intermittency in the unstable
QQ and QB regime, may have relevance to the ob-
served ENSO evolutions. Strong ENSO events, such as
those observed in 1982/83 and 1997/98, burst out with
irregular intervals and relatively weak ENSO activity in
between these intervals. In the past decade, the debate
regarding the main sources of ENSO irregularity
shifted from blaming low-order deterministic chaos
(e.g., Jin et al. 1994; Tziperman et al. 1994; Chang et al.
1994) to faulting random disturbances that agitate the
otherwise damped ENSO modes (Penland and
Sardeshmukh 1995; Chang et al. 1996; Thompson and
Battisti 2001). Thus, it is plausible that the coexistence
of the QQ and QB modes may contribute to observed
rich variations in ENSO (Larkin and Harrison 2005).

Finally, it is our conjecture that the QQ and QB
modes of ENSO contribute to the ubiquitous QB vari-
ability of the tropical climate. It is plausible that the
strong QB signal observed in signals associated with the
monsoon may involve amplification of the impact of
this QB mode of ENSO through local dynamical pro-
cesses (e.g., Meehl 1994, 1997; Kim and Lau 2001; Li et
al. 2001) that are important in monsoon systems.
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